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vance. The research units are the three depart-
ments, plus a varying number of independent 
research groups, most of which are on tem-
porary assignments. The theory department 
(headed by Theo Geisel) focuses on theoreti-
cal and computational neuroscience, nonlinear 
dynamics, and transport phenomena in com-
plex systems. The experimental department 
of Eberhard Bodenschatz investigates turbu-
lence and other pattern formation phenomena 
in fluids, the physics of clouds, and self-organi-
zation in biological systems. In the experimen-
tal department of Stephan Herminghaus, dry 
and wet granular systems are studied as para-
digm systems far from thermal equilibrium, fur-
thermore self-organization in emulsions, soft 
autonomous micro-systems, and geophysical 
systems. The research program of the three 
departments is complemented by the indepen-
dent groups, with research on dynamical net-
works (Marc Timme), turbulence in shear flows 
(Björn Hof), evolution on the cellular scale (Os-
car Hallatschek), transport phenomena in emul-
sion systems (Jean-Christophe Baret), self-or-
ganized collective behavior of heart muscle 
cells (Stefan Luther), theoretical neurophysics 
(Fred Wolf), as well as polymers, complex flu-
ids and disordered systems (Annette Zippelius).

Introduction: 
Mission and Vision 

Max Planck Institute for dynamics and self-organization

the ProPensIty oF open systems to break 
symmetries and generate patterns, structures, 
and functions – in other words: to self-organize 

– is one of the most fascinating and at the same 
time ubiquitous conditions in nature. It is visi-
ble on large scales in the emergence of stars, 
galaxies, and galaxy clusters, on intermedi-
ate scales in cloud formation, turbulence, and 
swarming phenomena, and on smaller scales in 
neural networks like the human brain, or even 
the nano-scale functions of life on the cellular 
and sub-cellular level. An essential property of 
these systems is that they dwell far from ther-
mal equilibrium, in marked contrast to the sys-
tems treated in current textbooks, which are at 

– or at least close to – equilibrium throughout. 
The listing above underpins the importance to 
venture out of this limitation, and to subject col-
lective behavior far from equilibrium to a dedi-
cated investigative effort. This should span the 
wide arc from the quest for possible general 
principles underlying self-organization phenom-
ena to in-depth investigations focused on partic-
ularly relevant systems. This endeavour is the 
mission of the Max Planck Institute for Dynam-
ics and Self-Organization. 
Only the deep understanding of well-chosen 
paradigm systems will lead to a clearer gener-
al picture of self-organization phenomena. The 
research at this institute therefore focuses on 
certain classes of systems which are of par-
ticular scientific, applicational, and social rele-

IntroductIon
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Göttingen, April 2011
Stephan Herminghaus, Eberhard Bodenschatz, Theo Geisel  

(from right to left)
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department of nonlinear dynamics

Research in the Theory Department of the In-
stitute is motivated by such questions as: How 
do the neurons in our brain cooperate when 
we perceive an object or perform a task? How 
does the dynamics of such networks depend on 
their topology? What are the general principles 
governing the formation of patterns and neuro-
nal representations in the cortex? What are the 
dynamical properties of mesoscopic systems 
and how can they be described semiclassical-
ly? Are there statistical principles underlying hu-
man travel and can they be used to forecast the 
geographical spread of epidemics?
These questions typically address the complex 
dynamics of spatially extended or multicom-
ponent nonlinear systems which still reserve 
many surprises. As an example, we found un-
stable attractors in networks of spiking neurons, 
a phenomenon which would neither have been 
guessed nor understood without mathematical 
modelling and which many physicists consider 
an oxymoron. They have a full basin of attraction, 
but due to their unstable character they allow the 
network to switch easily and rapidly between dif-
ferent attractors under external stimulation. They 
may play a functional role in the central nervous 
system by providing it with a high degree of flexi-
bility to respond to frequently changing tasks.
The example illustrates the need and the role of 
mathematical analysis for the understanding of 
complex systems in nature. The concepts and 
methods developed previously in nonlinear dy-
namics and chaotic systems can now help us clar-
ify the dynamics and function of spatially extend-
ed and multicomponent natural systems. On the 
other hand rigorous mathematical analysis of the 
dynamics of such systems often cannot rely on 
mainstream recipes but poses new and substan-
tial challenges. In particular, neural systems ex-
hibit several features that make them elude stan-
dard mathematical treatment: The units of the 

theo Geisel

dePartMents

network e.g. communicate or interact at discrete 
times only and not continuously as in many-body 
theory in physics. There are significant interaction 
delays, which make the systems formally infinite-
dimensional. Complex connectivities give rise to 
novel multi-operator problems, for which we have 
devised new methods based on graph theory to 
obtain rigorous analytic results.
We have previously applied graph theory also in 
our work on quantum chaos. Similarly we used 
random matrix theory not only in quantum me-
chanical systems, but also for the stability matri-
ces of synchronized firing patterns in disordered 
neural networks. Neuronal spike trains may be 
considered as stochastic point processes and so 
may energy levels of quantum chaotic systems. 
This list demonstrates to which extent cross-fer-
tilization among our various areas of research is 
possible; in fact it has often been substantial for 
our progress. The scientists of this department 
feel that the breadth of existing research activi-
ties and the opportunity of intense scientific ex-
change are key prerequisites for the success of 
our work. These features are also important for 
establishing and sustaining a culture of analytic 
rigor in theoretical studies which attempt to work 
in proximity to biological experiments. 
Theoretical studies of complex systems are 
scientifically most fruitful when analytical ap-
proaches to mathematically tractable and often 
abstract models are pursued in close conjunc-
tion with comprehensive computational model-
ing and advanced quantitative analyses of exper-
imental data. The department thus naturally has 
a strong background in computational physics 
and operates considerable computer resources. 
Research for which this is essential besides the 
network-dynamics mentioned above includes 
e.g. studies of pattern formation in the develop-
ing brain, the dynamics of spreading epidemics, 
and transport in mesoscopic systems. The De-
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partment of Nonlinear Dynamics was created by 
the Max Planck Society in 1996, when the focus of 
the institute was on mesoscopic systems. Mean-
while our group has shifted its accents and tackled 
new subjects in the interest of a coherent research 
program. Besides, this department has initiated 
and hosts the federally (BMBF) funded Bernstein 
Center for Computational Neuroscience Göttingen, 
in which it cooperates with advanced experimen-
tal neuroscience labs in Göttingen. With the help of 
this funding the department has created the posi-
tions of Bernstein Fellows, independent junior fel-
lows who can define their own research program 
and profit from varying collaborations. Our group 
is closely connected with the Faculty of Physics, it 
is financed to a large part by the Max Planck Soci-
ety and to a smaller part by the University of Göt-
tingen through its Institute for Nonlinear Dynamics. 
It thus has a bridging role between the Faculty of 
Physics and the MPIDS. 
Our recent research achievements demonstrate 
that abstraction and mathematical rigor do not ob-
struct but in fact deepen our understanding of com-
plex systems, whether we are studying applications 
for the development of new photonic technologies, 
the self-organization of complex neuronal circuits, 
or the collective dynamics of complex neuronal 

Prof. dr. theo Geisel
studied Physics at the Universities of Frankfurt and Regensburg, where he received his doctorate in 
1975. After postdoctoral research at the MPI for Solid State Research in Stuttgart and at the Xerox 
Palo Alto Research Center he became Heisenberg Fellow in 1983. He had appointments as Professor 
of Theoretical Physics at the Universities of Würzburg (1988-1989) and Frankfurt (1989-1996), where 
he also acted as a chairperson of the Sonderforschungsbereich Nichtlineare Dynamik before becom-
ing director at the MPI for Fluid Dynamics (now MPI for Dynamics and Self-Organization) in 1996. He 
also teaches as a full professor in the  Faculty of Physics of the University of  Göttingen; he initiated and 
heads the  Bernstein Center for Computational Neuroscience Göttingen.

dr. demian battaglia
studied physics at the University of Turin and received his PhD in 2005 at the International School for 
Advanced Studies (SISSA, Trieste), doing research at the interface between statistical mechanics and 
theoretical computer science. From 2006 to 2008 he was Postdoc at the Laboratory of Neurophysics 
and Physiology (University Paris Descartes). In 2009 he joined the group of Theo Geisel for another 
Postdoc at the MPI for Dynamics and Self-organization. Since May 2010, he is principal investigator of 
the Bernstein Center for Computational Neuroscience Göttingen.

nonlInear dynaMIcs

activity patterns. In physical systems, key exam-
ples are provided by our recent theoretical work on 
light propagation in a new class of artificial pho-
tonic materials with unique optical properties that 
obey combined parity-and-time-reversal symme-
try [e.g. Bendix et al., Phys. Rev. Lett. 2009, and 
West et al., Phys. Rev. Lett. 2010] or our novel re-
sults on random caustics in Hamiltonian flows with 
weak disorder potentials [Metzger et al., Phys. Rev. 
Lett. 2010], from which extreme events in physi-
cal systems ranging from semiconductor electron-
ics to tsunamis can originate. In neuronal systems, 
recent highlights are our studies revealing the im-
pact of single neurons and single synapses on the 
critical collective behavior of large neuronal net-
works [Kirst, Geisel, Timme, Phys. Rev. Lett. 2009, 
Levina, Herrmann, Geisel, Phys. Rev. Lett. 2008, 
Nagler, Levina, Timme, Nature Physics 2010], the 
laws that govern the dynamical spread of correla-
tions in networks of cortical neurons [Tchumatch-
enko et al., Phys. Rev. Lett. 2010], and the self-or-
ganization of biological neural networks [Keil et 
al., PNAS 2010, Kaschube et al., Science 2010]. 
These results substantiate the intriguing fact that 
nature has chosen the language of mathematics 
not only to write the book of physics, but also to 
write chapters in the book of biology.
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dr. Jan nagler
studied physics at the Christian-Albrechts-University Kiel and received his doctorate in theoretical 
physics from Bremen University in 2003. Jan worked as a postdoctoral researcher at Bremen Univer-
sity and Boston University (USA). He has recently joined the Department of Nonlinear Dynamics of the 
MPIDS as a senior postdoctoral researcher in the SPICE group.His research comprises nonlinear dy-
namics, statistical physics and stochastic processes with applications in biology, ecology, epidemiolo-
gy and social sciences.

dr. stephan eule 
studied physics at the Westfaelische-Wilhelms University in Muenster where he received his doctor-
ate in theoretical physics in 2008. In 2009 he joined the Department of Nonlinear Dynamics at the Max 
Planck Institute for Dynamics and Self-Organization where he works on problems related to fluctuating 
physical and biological systems and the description of anomalous transport processes.

dr. denny Fliegner
studied physics at the University of Heidelberg and received his doctoral degree in theoretical particle 
physics in 1997. From 1997 to 2000 he was a Postdoc at Karlsruhe University working on parallel com-
puter algebra and symbolic manipulation in high energy physics. He joined the group of Theo Geisel at 
the Max Planck Institut for Dynamics and Self-Organization as an IT coordinator in 2000.

dr. anna levina
studied mathematics at the St. Petersburg State University, Russia and received her doctorate in math-
ematics from the University of Göttingen in 2008. Her thesis was carried out in the group of Theo 
Geisel at the Max Planck Institute for Dynamics and Self-Organization and was awarded the Otto Hahn 
medal of the Max Planck Society. In 2011 she started working part-time again on self-organized criti-
cality in neuronal networks as a postdoctoral fellow in the MPIDS and the Bernstein Center Göttingen.

dePartMents

dr. ragnar Fleischmann 
studied physics at the Johann-Wolfgang- Goethe University in Frankfurt am Main and received his PhD 
in 1997. The thesis was awarded the Otto-Hahn-Medal of the Max- Planck-Society. From 1997 to 1999 
he was Postdoc in the group of Theo Geisel at the Max-Planck-Institut für Strömungsforschung and 
from 1999 to 2000 in the group of Eric Heller at Harvard University. Since 2000 he works as a scientific 
staff member in the Department for Nonlinear Dynamics.



11MPI For dynaMIcs and selF-orGanIzatIon |

dr. dmitry tsigankov
studied theoretical physics at the St. Petersburg State Technical University in St.Petersburg, Russia. 
He received a PhD degree in physics from University of Utah, UT, USA in 2004. From 2004 to 2008 he 
has been a postdoctoral researcher at the Cold Spring Harbor Laboratory, NY, USA in the department 
of theoretical neuroscience. He became a Bernstein Fellow in the Max Planck Institute for Dynamics 
and Self-Organization in January 2009.

dr. annette Witt
studied mathematics at the Humboldt- University Berlin and received her doctorate in theoretical phys-
ics from the University of Potsdam in 1996. Her thesis was awarded the Otto-Hahn-Medal of the Max 
Planck Society. Annette worked as a postdoctoral researcher at the University of Potsdam, the Istitu-
to Nationale di Ottica Applicata (Florence, Italy), the GeoResearch  Center Potsdam, the Environmental 
Change Research Centre (London, U.K.) and King‘s College London. She has recently joined the De-
partment of Nonlinear Dynamics of the MPIDS where she develops statistical tools for time series anal-
ysis with applications to neuroscience.

nonlInear dynaMIcs

dr. armin biess
studied physics at the Universities of Ulm and Heidelberg with major interest in theoretical physics. He 
received a doctorate in Applied Mathematics in 2004 from the Weizmann Institute of Science, Israel, 
and conducted postdoctoral research in the Mathematics Department of this institute. In January 2008 
he joined the Max Planck Institute for Dynamics and Self-Organization and Bernstein Center for Com-
putational Neuroscience Göttingen as a Bernstein Fellow.

bernstein Fellows

Prof. dr. Fred Wolf
studied physics and neuroscience at the University in Frankfurt, where he received his doctorate in 
theoretical physics in 1999. After postdoctoral research at the Interdisciplinary Center for Neural Com-
putation of the Hebrew University of Jerusalem (Israel), he became a research associate at the MPI für 
Strömungsforschung in 2001. Since 2001 he spent various periods as a visiting scientist and program 
director at the KITP (Santa Barbara, USA). In 2004 he became head of the research group Theoretical 
Neurophysics at the MPIDS. He is a founding member of the Bernstein Center for Computational Neu-
roscience Göttingen and faculty member of several Physics and Neuroscience PhD programs at the 
University of Göttingen. Since 2011 he is Section Coordinator for Computational Neuroscience of the 
German Neuroscience Society.



12 | MPI For dynaMIcs and selF-orGanIzatIon 

dePartMents

The brains of humans and animals arguably are 
among the most complex systems in nature. 
Their operation crucially depends on principles 
and processes of dynamics and self-organization 
in spatially distributed multi-component systems: 
Even during the neuronal processing of the most 
elementary sensory stimulus large ensembles of 
interacting nerve cells distributed throughout the 
brain are activated and the processing power of 
biological neuronal circuits results from the col-
lective dynamics of these ensembles of cells. On 
a structural level, the amount of information in a 
mammalian genome is insufficient to specify the 
detailed wiring of biological neuronal networks. 
Complex nervous systems therefore utilize pro-
cesses of dynamical self-organization to gener-
ate functionally useful processing architectures. 
Finally, even individual nerve cells are complex 
spatially extended dynamical systems and many 
single neuron computations critically depend on 
the dynamical interaction of a multitude of sub-
cellular components such as ion channels and 
interacting sub-compartments of the cell. Neuro-
nal processing has thus for a long time provided 
a rich source of challenging research questions 
for the theoretical and computational physics of 
complex systems. Over the past decade, how-
ever, experimental methods have matured that 
enable precise quantitative measurements on 
all phenomena mentioned above in living neural 
systems. The convergence of these theoretical 
and experimental developments is currently driv-
ing the emergence of a genuine physics of coop-
erative neuronal processes (see Wolf & Geisel, 
Nature Phys. 2008). 
The Research Group Theoretical Neurophysics 
focuses on selected problems in neurobiology 

research Group 
theoretical neurophysics

Fred Wolf

and biophysics that provide challenging prob-
lems for the development of mathematical theo-
ry and computational methods in neuroscience 
and biology and are mature enough to enable 
precise quantitative experiments. Our work ex-
tends from the formulation and development of 
novel mathematical approaches tailored to the 
specifics of neuronal systems dynamics, over 
the development of analysis methods for turning 
biological experimental observations into the-
oretically informative quantitative data, to the 
development of experimental paradigms spe-
cifically designed to provide insight into cooper-
ative and dynamical aspects of nervous system 
function. To enable a direct interaction of theo-
ry and experiment, many projects are pursued 
in close collaboration with experimental biolog-
ical research groups around the world. 
Currently three problems are at the core of our 
research agenda: (1) The self-organization of 
neuronal circuits in the visual cortex. In this 
system our analyses demonstrate that biolog-
ical neural networks follow apparently univer-
sal quantitative laws which require the devel-
opment of adequate mathematical theories of 
neuronal self-organization. Several lines of evi-
dence indicate that non-local interactions char-
acteristic of neuronal circuits lead to qualitative-
ly novel types of dynamics in such systems (e.g. 
Kaschube et al. PNAS 2009, Keil et al. PNAS 
2010, Kaschube et al. Science 2010, Science 
2011). (2) The dynamics of large networks of 
pulse-coupled neurons and its impact on the 
representation of sensory information. Here 
the ergodic theory of network dynamical sys-
tems provides a natural language that links de-
tails of the network dynamics to information rep-
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dynaMIcs oF coMPlex FluIds

resentation and decay (e.g. Monteforte & Wolf 
PRL 2010, Junek et al. Neuron 2010). (3) The 
biophysical nature and dynamics of high-band-
width action potential encoding mechanisms in 
biological neurons. This problem requires the 
integration of concepts from non-equilibrium 
statistical physics with the biophysics of mem-
branes and ion channels. Its solution is essen-
tial for the construction of a next generation 
of dynamically realistic network models (e.g. 
Naundorf et al. Nature 2006, Tchumatchenko 
et al. PRL 2010, Wei & Wolf PRL 2011). 
The Research Group Theoretical Neurophys-
ics was established in 2004 by the appointment 
of Fred Wolf on the associate professor level 
(W2) by the President of the Max Planck Soci-

ety. Wolf’s Group is part of the Department of 
Nonlinear Dynamics. It comprises researchers 
with backgrounds mostly in theoretical physics 
but also in biophysics and cellular neurobiology. 
It closely collaborates with experimental neu-
roscience laboratories at the Max-Planck Insti-
tutes for Experimental Medicine (Göttingen), for 
Biophysics (Frankfurt) and for Biological Cyber-
netics (Tübingen), at Duke and Carnegie Mel-
lon University (USA), the Hebrew University, the 
Weizmann Institute of Science and the Tech-
nion (Israel), and at the Universities of Gottin-
gen and Jena. It is supported by the DFG, the 
Human Frontier Science Program, the German 
Israeli Research Foundation, the Volkswagen 
Foundation and the BMBF.

Prof. dr. Fred Wolf
studied physics and neuroscience at the University in Frankfurt, where he received his doctorate in 
theoretical physics in 1999. After postdoctoral research at the Interdisciplinary Center for Neural Com-
putation of the Hebrew University of Jerusalem (Israel), he became a research associate at the MPI für 
Strömungsforschung in 2001. Since 2001 he spent various periods as a visiting scientist and program 
director at the KITP (Santa Barbara, USA). In 2004 he became head of the research group Theoretical 
Neurophysics at the MPIDS. He is a founding member of the Bernstein Center for Computational Neu-
roscience Göttingen and faculty member of several Physics and Neuroscience PhD programs at the 
University of Göttingen. Since 2011 he is Section Coordinator for Computational Neuroscience of the 
German Neuroscience Society.
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dr. dmitry tsigankov
studied theoretical physics at the St.Petersburg State Technical University in St.Petersburg, Russia. 
He received a PhD degree in physics from University of Utah, UT, USA in 2004. From 2004 to 2008 he 
has been a postdoctoral researcher at the Cold Spring Harbor Laboratory, NY, USA in the department 
of theoretical neuroscience. He became a Bernstein Fellow in the Max Planck Institute for Dynamics 
and Self-Organization in January 2009.

dePartMents

dr. tatjana tchumatchenko
Studied physics at the Technical University of Darmstadt where she graduated in 2006 with a Thesis in 
astrophysics. She then joined the RG Theoretical Neurophysics at MPIDS. In 2010 she obtained a PhD 
in Theoretical Physics for her thesis research on correlations and synchrony in cortical neurons. Tat-
jana Tchumatchenko received a fellowship of the German National Merit Foundation 2004-2006 and a 
postdoctoral research fellowship of the Volkswagen Foundation in 2011.

dr. andreas neef 
received his Diploma in physics in 2000 from the University of Jena, Germany. He joined the MRC Lab-
oratory of Molecular Biology, Cambridge (UK) as a visiting scientist to work on retinal neurons and then 
went on to do his PhD at the Research Centre Jülich, Germany, where he received his doctorate from 
Cologne University in 2004. After being a postdoctoral researcher at the Institute for Biological Infor-
mation Processing I in Jülich (2004) and at the Bernstein Center for Computational Neuroscience, Göt-
tingen he became a Bernstein Fellow associated with the Department of Fluid Dynamics, Pattern For-
mation, and Nanobiocomplexity in 2006.
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Prof. dr. stephan herminghaus
received a PhD in Physics from the University of Mainz in 1989. Postdoctoral stay at the IBM Research 
Center in San Jose, California (USA), in 1990. Habilitation at the University of Konstanz in 1994. Head 
of an independent research group at the MPI for Colloids and Interfaces, Berlin, from 1996 until 1999. 
Full professor at the University of Ulm from 1999 until 2003. Since 2003 Director at the MPI for Dynam-
ics and Self-Organization, Göttingen. Since 2005, additional appointment as an adjunct professor at 
the University of Göttingen. Appointed as Professeur Invité at Université Paris VI for the winter term 
2006/7.

We investigate mechanisms of self-organization 
and self-assembly by studying selected com-
plex fluid model systems. Our interest ranges 
from fundamental aspects of dissipative collec-
tive behavior to the physics of prototype bio-
systems. Consequently, a wide scope of meth-
ods is employed, including analytical statistical 
theory, advanced simulation tools, and cutting 
edge experimental techniques. What is most in-
triguing to us is the question whether there are 
general common ‘principles’ behind the various 
instances of structure formation and emergence 
in open systems. 
On the fundamental side, wet granular materi-
als have proved to be versatile model systems for 
studying collective behavior in systems violating 
detailed balance on the microscopic level. Their 
particular charm is their being right at the border 
of complex interfaces, soft matter, and systems far 
from thermal equilibrium, thereby rejoining fields 
of expertise of different subgroups of the depart-
ment. On the complex side, biological matter and 
bio-systems are the most intricate systems we are 
studying, but we try to concentrate on those which 
are still simple enough to be described by physi-
cal and physicochemical principles. 
Our strength in investigating the dynamics of soft 
matter interfaces has recently won us a grant 
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from BP international, by which we were able to 
significally augment our research on liquid inter-
faces in complex environment. The grant pro-
vides a total of eleven full time equivalents plus 
consumables for five years (with an option for 
a another five years), for basic research related 
to the pore scale physics in oil reservoirs. Other  
projects are spanning the range from complex 
soft interfaces to the gene ration of artificial mi-
cro- and nano-devices, which play important 
roles as building blocks of soft functional sys-
tems altogether. These projects, which involve 
the development of unconventional concepts in 
microfluidic systems, are strongly fertilized by 
the insight we gain in non-equilibrium systems, 
and pushed by the need for soft manipulation 
techniques for our bio-related projects. 
Recently, there have been substantial fluctua-
tions in our personnel. Ralf Seemann has moved 
to a chair in experimental physics at the Saar-
land University. Some ressources have been 
given to Jean-Christophe Baret, who joined the 
institute as an independent Max-Planck Re-
search group leader. Furthermore, Matthias 
Schröter and Lucas Goehring have joined the 
group and widen our scope towards dry granu-
lar systems, packing problems, and pattern for-
mation in geosystems, respectively.
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dr. Manfred Faubel 
Physics studies at the University of Mainz (diploma 1969), and in Göttingen (PhD in 1976). Postdoctoral 
stays at the Lawrence Berkeley Laboratory, 1977, and in Okasaki at the Institute for Molecular Scienc-
es in Japan, 1981. Employed by the MPI für Strömungsforschung since 1973. Molecular beams studies 
of rotational state resolved scattering cross sections for simple benchmark collision systems, such as 
Li+-H2, He-N2 and for reactive F-H2 scattering. Since 1986 exploration of the free vacuum surface of 
liquid water microjets. Photoelectron spectroscopy of aqueous solutions with synchrotron radiation at 
BESSY/ Berlin (1999 to present), and, by laser desorption mass spectrometry of very large ions of bio-
molecules from liquid jets in vacuum (in a collaboration with MPI-BPC).

dr. Kristian hantke
started his Physics study at the Philipps- University Marburg in 1996 and received the Bachelor of Sci-
ence in Physics at the UMIST, Manchester in 2000 after an Erasmus internship. In 2001 he joined the 
semiconductor-physics group of Prof. W. Rühle in Marburg, where he worked on the optical properties 
of dilute III-V nitrides. He received his Diploma in 2002 and his PhD in Physics in 2005. After studying 
the optical injection of spin currents during a post-doctoral stay at the Philipps-University in Marburg he 
joined the group of Prof. S. Herminghaus at the MPI for Dynamics and Self-Organization in 2007. As 
technical laboratory assistant he is responsible for the operation of a new CARS setup in combination 
with a confocal microscope.

dr. Martin brinkmann 
studied Physics and Mathematics at the Free University of Berlin between 1990 and 1998 where he re-
ceived his Diploma in Physics. After an internship at the Dornier Labs (Immenstaad, Lake Constance) 
in 1999 he joined the  theory group of Prof. Reinhard Lipowsky at the MPI of Colloids and Interfaces 
(Potsdam, Germany) to work on wetting of chemically patterned substrates. In 2003 he received his 
doctorate from the University of Potsdam. During a postdoctoral stay in the Biological Nanosystems 
Group at the Interdisciplinary Research Institute in Lille (France) he explored wetting of topographic 
substrates as a possible way to manipulate small liquid droplets. Since the beginning of 2005 he inves-
tigates wetting of regular and random geometries in the department Dynamics of Complex Fluids at the 
MPI for Dynamics and Self-Organization.

dr. christian bahr 
studied Chemistry at the Technical University Berlin and received his PhD in 1988. Research stays and 
postdoctoral work took place at the Raman Research Institute (Bangalore, India) and the Laboratoire 
de Physique des Solides of the Université Paris-Sud (Orsay, France). After his Habilitation for Physical 
Chemistry at the Technical University Berlin in 1992, he moved 1996 to the Physical Chemistry Insti-
tute of the University Marburg as a holder of a Heisenberg-Fellowship. 2001-2004 he worked as a soft-
ware developer in industrial projects. In 2004 he joined the group of Stephan Herminghaus at the MPI 
for Dynamics and Self-Organization. Research topics comprise experimental studies of soft matter, es-
pecially thermotropic liquid crystals, phase transitions, structures of smectic phases, thin films, inter-
faces and wetting. 

dePartMents

dr. thomas Pfohl
studied Chemistry at the Johannes-Gutenberg University, Mainz, and received his doctorate in Phy-
sical Chemistry from the University of Potsdam in 1998. After his postdoctoral research at the Mate-
rials  Research Laboratory, University of California, Santa Barbara, from 1998 to 2000, he became 
a research assistant at the Department of Applied Physics at the University of Ulm from 2000 un-
til 2004. In 2001 he received a research funding to lead his “Independent Emmy Noether Junior Re-
search Group” by the DFG. Since 2004 he is project leader “Biological Matter in Microfluidic Environ-
ment” at the Department “Dynamics of Complex Fluids” at the Max-Planck-Institute of Dynamics and 
  Self-Organization.
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apl. Prof. dr. Jürgen Vollmer
studied physics at the University of Utrecht (NL). In 1990 he joined Prof. Harri Thomas group at the 
Universität Basel (CH), where he worked on applications of transient chaos, and became interested in 
the phase behavior and kinetic properties of microemulsions. He pursued postdoctoral studies on the 
foundations of statistical transport theory and on the kinetics of complex fluids in Essen, Brussels and 
Mainz, where he was a Schloessmann research fellow of the MPG from 2001-2002. In 2003 he joined 
the AG Komplexe Systeme at the Philipps Universität Marburg, and since April 2007 he is a member of 
the department Dynamics of Complex Fluids at the MPIDS. In 2001 Jürgen Vollmer obtained his habil-
itation in Theoretical Physics from the University of Essen, and he was head of the AG Komplexe Sys-
teme in Marburg in the academic year 2004/05. 

Prof. dr. ralf seemann
studied physics at the University of Konstanz where he received his diploma in 1997. The diploma work 
was carried out at the MPI of Colloids and Interfaces in Berlin-Adlershof. He received his doctorate in 
2001 from the University of Ulm where he experimentally studied wetting and rheological properties of 
complex fluids. In 2003 he received the science award of Ulm. During a stay as postdoctoral research-
er at the University of California at Santa Barbara, he explored techniques to structure polymeric mate-
rials on the micro- and nano-scale. Since 2003 he is a group leader at the MPI for Dynamics and Self-
Organization, Göttingen. Ralf Seemann was appointed as professor at the Saarland University in 2007. 
Among others he is concerned with wetting of topographic substrates, wet granular media, and dis-
crete microfluidics.

dr. Matthias schröter
studied philosophy and physics at the Universities of Frankfurt and Kassel. He obtained his PhD in 
2003 from the University of Magdeburg; working in the group of Ingo Rehberg on pattern formation in 
electrodeposition. During his Postdoc with Harry Swinney at the Center for Nonlinear Dynamics at the 
University of Austin he studied the statics and dynamics of granular media. Since May 2008 he is a se-
nior research fellow in the Department of complex fluids. Main research topics are the statistical me-
chanics of static granular media and driven suspensions as a model system of glassy behavior.

dynaMIcs oF coMPlex FluIds

associated scientist

apl. Prof. dr. Folkert Müller-hoissen
received his doctorate in theoretical physics from the University of Göttingen in 1983. After postdoc po-
sitions at the MPI for Physics in Munich and the Yale University in New Haven, USA, he returned to 
the University of Göttingen as an assistant professor (Hochschulassistent), obtained the Habilitation 
in 1993 and became a Privatdozent. Since 1996 he carries on his research in mathematical physics at 
the MPI for Fluid Dynamics, which meanwhile evolved into the MPI for Dynamics and Self-Organiza-
tion. Since 2000 he is adjunct professor at the University of Göttingen. His present research focus is 
the theory of integrable partial differential and difference equations, applications in theoretical physics 
and related mathematical structures. 
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coMPlex systeMs impact all levels of our ev-
eryday lives. The complexity of these systems 
should not be mistaken for the meaning of the 
word  complicated, but rather reflects the robust 
properties of a system that emanate from its high-
ly nonlinear properties. The dynamics of complex 
systems is prescribed by a set of external parame-
ters, their geometrical arrangement and structure, 
and by the fact that they need energy to function. 
The behavior of complex systems can range from 
being well structured to highly disordered. Due to 
the nonlinearities, small changes in parameters 
can lead to a complete change in structure and 
dynamics. Although different in detail, the funda-
mental physical mechanisms of complex systems 
can be described by unifying principles. Search-
ing for and understanding those principles is the 
focus of the Laboratory of Fluid Dynamics, Pattern 
Formation and Nanobiocomplexity (LFPN). 
We are focusing on well-defined problems in the 
physics of fluid dynamics, pattern formation, cel-
lular biology and biomedicine. In our approach we 
are relying heavily on methods from the fields of 
nonlinear dynamics, pattern formation, and non-
equilibrium statistical mechanics. Currently we 
are investigating pattern formation, spatiotempo-
ral chaos and turbulence in thermal convection; 
particle transport in fully developed turbulence 
of simple and complex fluids with implications to 
fundamental theories, but also to practical issues 
like turbulent mixing, particle aggregation, and 
cloud micro-physics; the spatio-temporal dynam-
ics of the electric signals in the heart; and the in-
tra-cellular, self-organizing processes leading to 
eukaryotic cell motility and chemotaxis. 
Prof. Eberhard Bodenschatz directs LFPN in col-
laboration with the Max Planck Research Group 
Leader Prof. Stefan Luther, who heads the Bio-
medical Physics Group. LFPN has an excellently 
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equipped microscopy facility, a cell biology labo-
ratory, and shares with the other groups a class 
1000 clean room for micro-fabrication. It estab-
lished the Göttingen Turbulence Facility, which 
provides a set of experimental systems and a 
compressed gas facility to achieve utlra-high tur-
bulence levels with well-controlled measurable 
scales. LFPN is well known for its advanced im-
aging systems for three-dimensional particle 
tracking. For investigations of cloud micro-phys-
ics LFPN has a laboratory at the Environmen-
tal Research Station Schneeferner House on the 
Zugspitze, Germanys highest mountain.
Our research has been and will continue to be 
truly interdisciplinary from engineering, materi-
al science, geophysics, and applied mathemat-
ics, to chemistry, biology, and medicine. The 
research of LFPN is connecting seamlessly to 
the other departments, the Research Groups, 
and of the Max-Planck-Fellow. We are a mem-
ber of the International Collaboration for Turbu-
lence Research, the Göttingen Heart Research 
Center, and are collaborating with groups at the 
Max Planck Institute for Biophysical Chemistry, 
the Physics department and the Medical Center 
at the University of Göttingen. Further nation-
al and international collaborations exists with 
groups at U. Braunschweig, Cornell U., ENS 
Lyon, U. Illmenau, National Central University 
Taiwan, Leibniz Inst. f. Trop. Res. Leipzig, U. 
Lille, U. Nancy, Max Dellbrück C. Berlin, Mich-
igan Tech., Observatoire de Nice, Politecnico 
di Milano, Polytecnico di Torino, Princeton U., 
Rockefeller U., UC Santa Barbara, UC San Di-
ego, and Wesleyan U.

eberhard bodenschatz 
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Prof. dr. eberhard bodenschatz 
received his PhD. in theoretical physics from Bayreuth U. in 1989. From 1989 to 1992 he was a post-
doctoral associate in experimental physics at UC Santa Barbara. From 1992 until 2005 he was Pro-
fessor of Physics at Cornell U. In 2003 he became Associate Director and in 2005 Director at the Max 
Planck Institute. Since 2005 he is Adjunct Professor of Physics und of M&AE at Cornell U. In 2007 he 
was appointed Professor of Physics at Göttingen U. His scientific work is in the physics of complex 
systems with emphasis on fluid dynamics and biophysics. He is Alfred P. Sloan Research Fellow, Cot-
trell Scholar und Fellow of the American Physical Society. He is editor in chief of New J. Phys., on the 
editorial board of Ann. Rev. Cond. Mat. Phys., the chair of the Advisory Boards of the Kavli Institute for 
Theoretical Physics (UCSB), a member of the advisory board of arXiv, a Director of the Materials Re-
search Society and a founding member of the Heart Research Center Göttingen (HRCG).

Prof. dr. carsten beta
studied Chemistry at the Universities of Tübingen and Karlsruhe and at the Ecole Normale Supéri-
eure in Paris (France). In 2001, he joined the Department of Gerhard Ertl at the Fritz Haber Institute 
of the Max Planck Society in Berlin and in 2004 received his doctorate in Physical Chemistry from the 
Free University Berlin. He then moved to the US as a postdoctoral research fellow in the group of Eber-
hard Bodenschatz at Cornell University and as a visiting scientist at the University of California at San 
Diego.  Since 2005 he is a group leader at the Max Planck Institute for Dynamics and Self-Organi zation 
in Göttingen. In 2007, he was appointed as a Juniorprofessor at the University of Potsdam and was 
promoted to an associate professorship (W2) in 2009.

dr. azam Gholami
received her BSc from Sharif University in Tehran and her MSc from Institute for advanced studies in 
Basic Sciences (IASBS), in Zanjan, Iran. In 2003, she started her graduate work in Physics at Hahn-
Meitner Institute (Berlin) working with Prof. E. Frey studying polymer physics and modeling cell motil-
ity, receiving her degree in 2007 from Ludwig-Maximilian-University of Munich. In January 2008, she 
joined the Bodenschatz group in Max-Planck Institute for Dynamics and Self-organization as a post-
doctoral research associate to work on actin-based motility.

dr. Mathieu Gibert
received his M.D. (2004) and PhD (2007) in Physics from the Ecole Normale Supérieure in Lyon 
(France). During his PhD he introduced a new and promising experimental configuration of Turbulent 
Thermal Convection in a vertical channel and was involved in the first Lagrangian measurements of 
temperature, velocity and local heat flux in the classical Rayleigh-Bénard turbulent flow (“smart par-
ticle” project). In October 2007 he joined the Bodenschatz group in the MPI-DS. He obtained a Marie 
Curie Fellowship to conduct his research on Turbulence and particle interaction with turbulent flows. As 
an example, he recently developed the first measurement technique able to acquire the full 3D-motion 
of finite-size particles (translation/rotation) together with the fluid velocity field around it.
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Gisa luther 
studied physics at the University of Hannover and of Oldenburg and graduated in 1996. From 1997-
2001, she worked for Bull GmbH (Langen) as an assistant project manager in software engineering 
and system integration. In 2002, she joined WestLB Systems GmbH (Muenster) as project manag-
er in software engineering. From 2004-2007 she was a visiting scientist at the Laboratory of Atomic 
and Solid State Physics, Cornell University, Ithaca NY. Since 2004 she is senior researcher at the Max 
Planck Institute for Dynamics and Self-Organization. Her research interests include numerical model-
ing of complex hydrodynamic systems and cardiac dynamics. 

Prof. dr. stefan luther
received his doctorate in physics from the Georg-August-Universität Göttingen in 2000. From 2001-
2004 he was postdoctoral researcher at the University of Enschede. From 2004-2007 he was visiting 
scientist at the Laboratory of Atomic and Solid State Physics, Cornell University, and research group 
leader at the Max Planck Institute for Dynamics and Self-Organization. Since 2007 he is head of the 
Max Planck Research Group Biomedical Physics. He was appointed adjunct Professor (Honorarpro-
fessor) at the Georg-August-Universität Göttingen in 2008 and adjunct Associate Professor at the De-
partment of Biomedical Sciences, Cornell University in 2009. In 2008, he received the Medical Tech-
nology Innovation Award from the German Ministry for Education and Research (BMBF). He is a 
faculty member of the Georg August University School of Science (GAUSS) and founding member of 
the Heart Research Center Göttingen (HRCG). 
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Prof. dr. Valentin Krinsky
studied physics at the Institute of Physics and Technology, Moscow, where he also received his PhD in 
1964. After 8 years at the Institute of Biological Physics in Puschino, he was habilitated in 1972. He was 
appointed Head of the Autowave Laboratory in 1976, and full Professor of Biological Physics at the Insti-
tute of Physics and Technology, Moscow in 1980. He was a visiting Professor at the Univ. de Santiago, 
Santiago de Compostela, Spain (1992), Directeur de Recherche, Centre National de la Recherche Sci-
entifique, INLN, Nice, France, (1993-2004), visiting Professor at Washington University, St. Louis, (2003-
2005) and Kyoto University (2006-2007). His research interests include highly nonlinear waves in biolog-
ical excitable tissues and novel approaches for the termination of life-threatening chaos in the heart. In 
2007 he joined the MPI DS to work with Prof. Luther and Prof. Bodenschatz on cardiac dynamics.

dr. habil holger nobach 
received his doctorate in electrical engineering from the University of Rostock in 1997. During his post-
doctoral research, between 1998 and 2000 on an industrial research program with Dantec Dynamics 
in Copenhagen and between 2000 and 2005 at the Technical University of Darmstadt, he developed 
measurement techniques for flow investigations. Since 2005 he is a senior scientist at the Max Planck 
Institute for Dynamics and Self-Organization with a research visit at Cornell University, NY, USA be-
tween 2005 and 2006. In 2007 he has got the habilitation in mechanical engineering from the Techni-
cal University of Darmstadt. He works on experimental investigation of turbulent flows and thermal con-
vection with improved and extended optical measurement systems and advanced signal and image 
processing. He is editor for ISRN Signal Processing.

dr. xiaozhou he
received his PhD from NANO Science and Technology Institute,  Hong Kong University of Science 
and Technology (HKUST) in 2009. His PhD research is on the experimental study of the thermal dissi-
pation rate and temperature fluctuation statistics in turbulent Rayleigh-Bénard convection. From Jan-
uary to October in 2010, he worked as a post-doctoral research associate in the physics department 
of HKUST. In November 2010, he joined Professor Bodenschatz’ group in the Max Planck Institute for 
Dynamics and Self-Organization as a post-doctoral research associate and worked on turbulent Ray-
leigh-Bénard gas convection under high pressure.
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Prof. dr. ulrich Parlitz
studied physics at the Georg-August-Universität Göttingen, where he also received his PhD in 1987. 
After five years at the Institute for Applied Physics of the Technische Universität Darmstadt he returned 
to Göttingen in 1994 where he was habilitated in 1997 and was appointed apl. Professor of Physics in 
2001. He was a visiting scientist at the Santa Fe Institute (1992), the UC Berkeley (1992), and the UC 
San Diego (2002, 2003). His research interests include nonlinear dynamics, data analysis, complex 
systems, and cardiac dynamics. In September 2010 he joined the MPRG Biomedical Physics headed 
by Prof. S. Luther at the Max Planck Institute for Dynamics and Self-Organization. He is faculty mem-
ber at the Georg August University School of Science (GAUSS) and a member and principal investiga-
tor at the Bernstein Center for Computational Neuroscience (BCCN) Göttingen.

dr. noriko oikawa
studied physics at Nihon University in Tokyo, Japan, and received her bachelor’s degree in 2000. In 
2005 she received her PhD from Kyushu University, Japan, under the supervision of Prof. S. Kai. Her 
dissertation theme was pattern formation and controlling spatiotemporal chaos in electroconvection of 
liquid crystals. From 2005-2008 she was postdoctoral researcher in the Kyushu University working with 
Prof. K. Fukuda. She joined the Bodenschatz group in the MPI for Dynamics and Self-Organization as 
a postdoctoral research associate in 2008. She is currently working on synchronization in signaling 
waves of Dictyostelium discoideum cells.

dr. claudia richter
studied biology at the University of Rostock, with a focus on animal physiology and forensic biology. Af-
ter receiving her Diploma in 2005 she worked for one year at the department of forensic genetics at the 
Institute of Legal Medicine in Rostock. She received her PhD in February 2011 and since March 2011 
works as a postdoctoral associate in the MPRG Biomedical Physics headed by Prof. S. Luther at the 
Max Planck Institute for Dynamics and Self-Organization in Göttingen. Her research interests include 
biophysical, molecular and genetic research, biomaterials, tissue engineering and cardiac dynamics. 

dr. Ganapati sahoo 
studied Physics at Utkal University, Bhubaneswar, India where he received his BSc and MSc degrees. 
He received his doctorate in theoretical physics from Indian Institute of Science, Bangalore, India in 
2010. During his PhD he carried out various Direct Numerical Simulations of magnetohydrodynamic 
turbulence. He then joined as an assistant professor in KIIT University, India. Since March 2011, he is a 
member of Prof. Bodenschatz’s group at MPIDS, Göttingen and is working on direct numerical simula-
tions of fluid flows.

dr. ewe Wei saw 
received his M.D. PhD (2008) in Physics from Michigan Tech. University (U.S.A.). His dissertation work 
dealt with preferential clustering of heavy particles in turbulence. Since May 2009 he joined the turbu-
lence group of professor Bodenschatz as a postdoc researcher. His mainly focus on experiments per-
taining to studies of interaction between turbulence and heavy particle, with specialization on relative 
velocity statistics of heavy particle and study turbulence induced particle collisions. He also works on 
development and application of experimental techniques for Lagrangian Particle Tracking inside the 
pressurized environment of the Göttingen Turbulence Facility.
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dr. haitao xu 
received his PhD in Mechanical Engineering from Cornell University in 2003 for his work on collision-
al granular flows. From 2003 to 2006, he was a post-doctoral researcher at the Laboratory of Atom-
ic and Solid State Physics, Cornell Unviersity, where he, together with other colleagues, developed the 
Lagrangian particle tracking technique for high Reynolds number turbulence measurements. In August 
2006, he joined MPIDS, where he is now a senior scientist. Currently, his main research interest is to 
reveal, through particle tracking measurements and novel statistical analysis, the Lagrangian proper-
ties of fluid turbulence and the interactions between turbulence and additives, such as particles or flex-
ible long-chain polymers.

dr. heng-dong xi 
received his M. Phil (2003) and PhD (2007) in Physics from The Chinese University of Hong Kong. Dur-
ing his dissertation work on the dynamics of the large-scale circulation (LSC) in Rayleigh-Bénard con-
vection (RBC), he discovered the periodic sloshing motion of LSC, observed the flow mode transition 
and for the first time provided direct experimental evidences that linked the heat transfer and the flow 
structure, the two important aspects in turbulent RBC. In January 2009, he joined MPIDS as a post-
doctoral fellow. He was awarded an Alexander von Humboldt postdoctoral fellowship from April 2010 
to March 2012. His current research is on the experimental investigation of turbulence-polymer interac-
tion and the role of turbulence in cloud dynamics.

dr. Marco tarantola
studied biology at the Julius Maximilians University of Würzburg and graduated in 2005 at the Insti-
tute of biotechnology. In 2006, he started his graduate work in biophysical chemistry with Professor A. 
Janshoff studying dynamics of epithelial monolayers by acoustic and impedimetric whole cell biosen-
sors. He received his PhD in January of 2010 from the Institute of Physical Chemistry at the Johannes 
Gutenberg University of Mainz. During 2010, he accomplished coordination of the CRC-proposal “SFB 
937 Collective behavior of soft and biological matter” (accepted end of 2010) in the group of Profes-
sor Annette Zippelius, Theoretical Physics, at the Georg August University of Göttingen. By the end 
of 2010, he joined the Max-Planck Institute for Dynamics and Self-organization as a postdoctoral re-
searcher in the Bodenschatz department to work on Dictyostelium discoideum chemotaxis with a focus 
on oscillations, leading edge instabilities and adhesion of migrating Dictyostelium cells. 

dr. Vladimir s. zykov
studied physics at the Institute of Physics and Technology, Moscow and graduated in 1973. He re-
ceived his PhD in 1979 from the Institute of Biological Physics in Puschino. After 10 years at the In-
stitute of Control Sciences, Moscow he was habilitated in 1990 and occupied the position of leading 
scientific researcher. In 1992 he was invited to join the group of Prof. S.C. Mueller at the Max Planck 
Institute of Molecular Physiology, Dortmund, where he was working till 1996. He was a research scien-
tist at the Otto-von-Geuricke-University, Magdeburg (1996-2001) and at the Technical University, Ber-
lin (2001-2010). In July 2010 he joined the department of Prof. E. Bodenschatz at the Max-Plank Insti-
tute for Dynamics and Self-Organization. His research interests include pattern formation processes 
in nonlinear media, in particular, with permanently changing parameters and external conditions, and 
control methods of self-organization processes.

dr. amgad squires
Amgad Squires studied physics at Mount Allison University, Canada, where he presented an hon-
ours thesis on Renormalization Group Improvement in Perturbative Quantum Chromodynamics. He re-
ceived his PhD from Cornell University in 2011 where he presented a thesis on “Wave Emission from 
Heterogeneities for Low-Energy Termination of Cardiac Arrhythmias” under the supervision of Dr. Eb-
erhard Bodenschatz and Dr. Robert Gilmour. During this time he worked for two years as a Teaching 
Assistant at Cornell University and five years as a Graduate Research Assistant. He is now a postdoc-
toral associate in the MPRG Biomedical Physics headed by Prof. S. Luther at the Max Planck Institute 
for Dynamics and Self-Organization in Göttingen. His research interest include understanding, treating 
and preventing cardiac arrhythmias, optical mapping techniques, data analysis and simulation, and he 
has a growing interest in dynamics on and of complex networks.
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dr. reinhard schinke 
received his diploma in Physics from the University of Goettingen in 1974 and his PhD in Physics from 
the University of Kaiserslautern in 1976. Following a postdoctoral year at the IBM reserach laborato-
ry in San Jose (California) he joined the MPI for Fluid Dynamics in Goettingen in 1980. In 1988 he ob-
tained the habilitation in Theoretical Chemistry from the TU Munich. His research centers around the 
dynamics of molecular interactions in the gas phase (chemical reactions, photodissociation, energy 
transfer). He is author of the monograph “Photodissociation Dynamics” (Cambridge University Press, 
1993) and he received several awards: Dozentenstipendium of the Fonds of the Chemical Industry 
(1991), Max-Planck-Research award (1994) and Gay-Lussac/Humboldt award of the French Ministry of 
Sciences (2002).

associated scientist
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studyInG the PhysIcs and physical chem-
istry of interfaces in multiphase flows has a 
practical relevance to understand the behavior 
of foams (used for example in food technolo-
gy...), emulsions (cosmetics, medicine, biotech-
nology,...) or membranes (material sciences, 
cell biology...). The focus of our group is the fun-
damental study of interfaces in liquid systems 
through the dynamics of droplets, bubbles and 
emulsions. Using microfluidic tools, we produce 
controlled liquid structures and investigate the 
transient states in droplet formation, emulsifica-
tion or coalescence and the influence of exter-
nal fields on the dynamics of droplet interfaces. 
We use soft-lithography techniques to produce 
microfluidic modules tailored for droplet manip-
ulation at high-throughput (up to about 10 000 
droplets per second). These modules enable the 
production and reinjection of droplets, as well as 
droplet pairs or multiple emulsion. One of the most 
important property of these microfluidic modules 
is the accurate control on droplet volumes, the 
droplet-to-droplet size variation being of the or-
der of a few percent. Microfluidics also enables 
the shapes and geometry of interfaces to be con-
trolled which provides means to extract quan-
titative informations on interfaces, in static and 
dynamic configurations. We are, for example, in-
terested in the transient states of emulsion sta-
bilization by surfactants and their link to surface 
tensions and we develop new tools to measure 
surface tensions at the millisecond time-scale 
based on microfluidic liquid manipulation. Our ap-
proach should bring a better understanding of the 
short-time dynamics of surfactant adsorption to 
interfaces for which only a few experimental tools 
are available. The use of microfabrication tech-
niques also enables droplets and interfaces to be 
positioned in external fields, for example electric 
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or magnetic fields. These fields are then tools for 
droplet actuation. The electric field is, for example, 
used to induce controlled fusion of droplet pairs 
or in other geometries is a versatile tool to sort 
droplets. Combining optical readout of the droplet 
content (for example fluorescence) and the ability 
to actuate droplets in electric fields, we designed 
and used a microfluidic cell sorter: a cell is sort-
ed as a function of its enzymatic activity revealed 
by a fluorogenic assay performed in the droplets. 
The sorting occurs at rates up to 2000 droplets 
per second. This example shows how droplets 
in emulsion can be used as independent micro-
reactors for the miniaturization of biochemical 
assays at high-throughput. In collaboration with 
biologists and biochemists, we use these drop-
lets to screen cells, genes and chemical com-
pounds in droplets at a high-throughput in bio-
logical applications such as directed evolution, 
drug screening or diagnostics. Besides the mi-
crofluidic developments required for these ap-
plications, the fundamental understanding and 
the subsequent control of surfactants and emul-
sion physical-chemistry is crucial in this tech-
nology. We believe that the tools we are setting up 
will provide new insights into emulsion science for 
biochemical applications. But more generally, we 
also believe that they will prove relevant tools for 
a better understanding of the physics and physi-
cal chemistry of interfaces in dynamic regimes. 
The group has been started by Dr. Jean-Chris-
tophe Baret in August 2010 after a 3 month ‘set-
ting up phase’. It is an international group of 6 
members with backgrounds in Physics, Physi-
cal-chemistry and Engineering.
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dr. Jean-christophe baret
studied physics and chemistry at the Ecole Supérieure de Physique et de Chimie Industrielle de la 
Ville de Paris (ESPCI, paris, F) and at the Université Pierre et Marie Curie (Paris, F). He performed his 
PhD project on electrowetting and electrocapillarity at Philips Research Laboratories Eindhoven (NL) 
and received his PhD degree from the University of Twente (NL) in 2005. From 2005 to 2009, he was a 
post-doctoral researcher and EMBO fellow at ISIS (Institut de Sciences et d’Ingénierie Supramoléculai-
re, Strasbourg, F) where he used microfluidic tools for the miniaturization of biochemical assays. Since 
2010, he is an independent Research Group Leader at the Max-Planck Institute for Dynamics and Self-
Organization in Göttingen. 

dr. benoît semin
Benoît Semin received his PhD in fluid Mechanics from Ecole polytechnique, Palaiseau, France, under 
the supervision of Dr. Harold Auradou and Dr. Marc François. He obtained his bachelor’s and master’s 
degrees in 2004 and 2007 from Ecole Normale Supérieure, Paris. In October 2010, he joined the group 
of Dr. Jean-Christophe Baret in a collaboration with Dr. Matthias Schröter as a post-doctoral research-
er at the Max-Planck-Institute for Dynamics and Self-Organization, Göttingen.

dr. xiaopeng Qu
Xiaopeng Qu received his Ph.D. degree from the Mechanical Engineering Department of Hong Kong 
University of Science and Technology, Hong Kong, China, under the supervision of Prof. Huihe Qiu. He 
obtained his bachelor’s degree in 2002 from Shandong University, China and master’s degree in 2005 
from Chinese Academy of Sciences, China. In October 2010, he joined the group of Dr. Jean-Chris-
tophe Baret as a post-doctoral researcher at the Max-Planck-Institute for Dynamics and Self-Organiza-
tion, Göttingen.

research GrouPs
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Many complex multi-dimensional systems con-
sist of a large number of units that co-act via 
non-trivial interaction networks. The resulting 
dynamics are typically genuinely emergent, i.e., 
they cannot be explained by considering the in-
trinsic dynamics of the individual units alone. 
Examples come from a wide range of spatial 
and temporal scales and include non-local com-
munication and transportation networks, com-
plex disordered systems in physics, the activity 
of neuronal circuits in the brain, as well as au-
tonomous “intelligent” systems of modern robot-
ics. All of these multi-dimensional systems im-
mediately impact our everyday lives, yet their 
cooperative dynamics and the mathematical 
foundations underlying them are still poorly un-
derstood.
In the Network Dynamics Group, we are trying to 
understand the structure and dynamics of com-
plex networks in physics, biology and engineer-
ing with a focus on the theory and analysis of 
spiking neuronal networks and on natural com-
putations by dynamical systems. For instance, 
spatio-temporal patterns of neural spiking activ-
ity are key ingredients of information processing 
in the brain; we investigate the theoretical funda-
mentals underlying the mechanisms for gener-
ating such patterns in complex neural networks. 
More recently, we branched out to also work 
on foundations and applications in the areas of 
computer science, statistical physics of disor-
dered systems, artificial computation and robot-
ics, and, most recently, gene evolution as well 
as modern power grids operating with increas-
ing fractions of renewable energies.  
As one recent example, we invented an adap-
tive neuron-like chaos control method for im-
plementing self-organized behavioral control to 
yield autonomous robots with behavioral gate 
patterns of unprecedented complexity. We are 
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also developing new mathematical and compu-
tational tools required for understanding these 
highly complex systems. 
The Network Dynamics Group was established 
in December 2006. Marc Timme is a founding 
member of the Bernstein Center for Computa-
tional Neuroscience (BCCN) Göttingen; we are 
actively participating in frontiers research, in part 
also via direct collaborations with researchers at 
the Faculties of Physics and Biology at the Uni-
versity of Göttingen. The group further collab-
orates with researchers at Harvard University 
(USA), the Radboud University Nijmegen (The 
Netherlands), the University of Exeter (UK), Cor-
nell University (USA) and the Warwick Mathemat-
ics Institute (UK). It is supported by a major grant 
from the Max Planck Society, by the Göttingen 
Graduate School for Neuroscience and Molec-
ular Bioscience (GGNB), the International Max 
Planck Research School (IMPRS) for the Phys-
ics of Biological and Complex Systems, a visitor’s 
grant from the German Academic Exchange Ser-
vice (DAAD), and by the Federal Ministry for Edu-
cation and Science (BMBF) Germany. Finally, in 
collaboration with the Faculty of Physics and the 
Faculty of Computer Science, we recently won a 
grant from the NVIDIA Corporation, USA, for es-
tablishing a CUDA Teaching Center Göttingen.
Research in our team falls into three broad ar-
eas of science: Theory and analysis of complex 
neural systems; Natural computation and auton-
omous control for intelligent systems and Net-
work evolution, robustness and statistical phys-
ics. Many of the scientific projects in these three 
areas require an exact analysis or the develop-
ment of new mathematical tools; we thus also in-
tensely work on the mathematical foundation un-
derlying the dynamics of systems in nature and 
technology. Among the individual project top-
ics there are three theoretical directions focus-
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ing on the relation between interaction topolo-
gies of a network and their consequences for 
spatio-temporal dynamics and function as well 
as one time series analysis project aiming at ac-
cessing timing-based, stimulus-induced informa-
tion, foremost in biological neural circuits. In two 
key projects we address how artificial neuron-
like systems may perform real-world tasks such 
as memorizing, computing and controlling au-
tonomous robots. Here we focus on further de-
veloping modern nonlinear dynamics and apply 
principles of self-organization to artificial and au-
tonomous technical systems such that they com-
pute or behave in a bio-inspired, “intelligent” way. 

Two further projects address the stochastic na-
ture of the dynamics of early evolution, aiming 
at explaining fundamental processes underly-
ing self-organization and in particular specia-
tion in the presence of horizontal gene transfer 
and the dynamical influence of introducing dis-
tributed renewable power sources on the sta-
bility and robustness of electric power grids of 
the future.
Finally, the statistical physics of complex dis-
ordered systems provides not only challenges 
about the structure of extended systems inter-
acting on lattices or more complicated graphs 
but also about their computational tractability.

Prof. dr. Marc timme 
studied physics at the University of Würzburg, Germany, at the State University of New York at Stony 
Brook, USA, and at the University of Göttingen, Germany. He received an MA in physics in 1998 
(Stony Brook) and a doctorate in theoretical physics in 2002 (Göttingen). After working as a postdoc-
toral researcher at the Max Planck Institute for Dynamics and Self-Organization, Göttingen, from 2003, 
he was a research scholar at the Center of Applied Mathematics, Cornell University, USA, from 2005 
to 2006. In October 2006 he became the head of the research group Network Dynamics of the Max 
Planck Society. He is a faculty member at the Georg August University School of Science (GAUSS)  
and a founding member of and a principal investigator at the Bernstein Center for Computational Neu-
roscience (BCCN) Göttingen.

dr. Fabio schittler neves 
studied physics at the Federal University of Rio Grande do Sul, Brazil, where he obtained his B.Sc. in 
2003 and his M.Sc. in theoretical physics in 2006 with a thesis on the effects of non-monotonicity in 
artificial neural networks. He has continued his studies in that field in the Network Dynamics Group 
and received his doctorate from the University of Göttingen in 2010 with a thesis on the computation-
al properties of neural networks exhibiting heteroclinic cycles. He continuous studying this novel para-
digm of computing by heteroclinic switching and its real-world applications in autonomous agent con-
trol and general-purpose computation.

dr. christoph Kolodziejski 
studied physics at the University of Würzburg and the University of Göttingen; he received his Diploma 
in Physics in 2005 (Würzburg) and his doctorate in Theoretical Physics in 2009 (Göttingen) with a the-
sis on the dynamics of synaptic connections following Hebbian plasticity and its relation to reinforce-
ment learning. He was rewarded with the Dr. Berliner – Dr. Ungewitter prize his outstanding gradua-
tion. After visiting the Gatsby Computational Neuroscience Unit at the University College London for 
half a year, he joined the Network Dynamics Group in January 2010. In 2011 he was a guest lecturer at 
the Kigali Institute of Science and Technology in Rwanda for one semester. In the Network Dynamics 
group he has continued working on synaptic dynamics co-acting with the dynamics of spatio-temporal 
patterns as well as on chaos control for autonomous systems. 



28 | MPI For dynaMIcs and selF-orGanIzatIon 

research GrouPs

eVolutIonary dynaMIcs is a great exam-
ple of the fact that chance can produce power-
ful results, since random mutations are the fuel 
for biological evolution. Predicting the evolution-
ary consequences of stochastic processes is at 
the heart of our theoretical research efforts. Our 
projects extend from fundamental studies on 
stochastic reaction diffusion systems to explicit 
models of adaptive evolution. We are driven by 
basic evolutionary puzzles such as “How fast is 
evolution?” (see project V-9), or “Under which 
circumstances, is evolution driven by survival 
of the luckiest rather than the fittest?” (project 
III-5). Answering these questions involves the 
analysis of complex stochastic systems, which 
sometimes requires the invention of novel sta-
tistical physics methods. For instance, we have 
recently developed an exact method to predict 
the accumulation of random mutations in finite 
populations, which was an open problem for 
half a century (project I-12).
In order to test our models in the lab, we use 
microbes grown in liquid media, on agar plates 
and in micro-fluidic devices. Amongst others, 
the combination of theory and experiment has 
revealed novel patterns of chance and adapta-
tion, that have also been found in natural popu-
lations of multicellular species. Our microbiolog-
ical experiments also lead to unique biophysical 
research questions, such as “What forces can 
be generated by microbial populations when 
they grow in confined geometries?” (see project 
V-8). More generally, we are interested in the 
role of viscoelasticity and hydrodynamics in the 
formation of organized microbial colonies. Ulti-
mately, our interdisciplinary approach involving 
collaborations with numerous physicists and bi-
ologists, might help to control the formation and 

adaptation of biofilms, which are microbial com-
munities involved in numerous infectious dis-
ease and responsible for large industrial costs.
The Research Group was founded in 2009 and 
presently employs 3 postdocs, 6 PhD students, 
4 diploma and master students and one tech-
nician.
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dr. erik andreas Martens 
received his M.Sc. in physics at ETH Zürich in 2004, and wrote his Master’s thesis in fluid dynam-
ics with Tomas Bohr at the Technical University of Denmark and Niels Bohr Institute. He received his 
Ph.D. at Cornell University in 2009 with a thesis on “Cooperative Behavior in Networks of Coupled Os-
cillators” under the supervision of Steven Strogatz. In 2009 he joined the Research Group for Biophys-
ics and Evolutionary Dynamics.

dr. oskar hallatschek 
studied physics at the University of Heidelberg and ETH Zürich, and obtained his doctoral degree in 
theoretical biophysics in 2004 from the Freie Universität Berlin. In 2005, he received fellowships from 
the German Research Society and the German Academic Exchange Service to pursue postdoctor-
al research at Harvard University, where he worked with Prof. David Nelson and Sharad Ramanathan 
on experimental and theoretical evolution. He moved back to Germany in 2009 to start an independent 
Max Planck Research Group on “Biophysics and Evolutionary Dynamics” at the Max-Planck-Institut for 
Dynamics and Self-Organization in Göttingen.
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the dynaMIcs encountered in nonlin-
ear systems are often extremely complex and 
disordered. One of the most familiar and at the 
same time most relevant examples is the tur-
bulent motion of fluids. Turbulent flows arise on 
many different scales ranging from the forma-
tion of stars and planets to flows in the atmo-
sphere, rivers and blood vessels. The classical 
way to approach turbulent flows is to decom-
pose averaged and fluctuating quantities. The-
oretical progress has been limited to asymptot-
ically large Reynolds numbers (Re) and even 
here many fundamental questions have been 
left unanswered. 
In contrast our work is concerned with turbu-
lence when it first arises and the dynamics are 
the least complex. As our recent studies show, 
here tools from nonlinear dynamics and critical 
phenomena can be applied. In doing so sub-
stantial progress can be made towards achiev-
ing a conceptual understanding of the origin as 
well as the nature of fluid turbulence. Our main 
focus is on linearly stable shear flows which we 
study in pipes, channels as well as in Couette 
and Taylor Couette geometries. Despite their 
central role in fluid dynamics and unlike in sit-
uations where the base flow is linearly unsta-
ble a physical understanding of the transition 
to turbulence has been lacking. By combining 
detailed experiments with highly resolved sim-
ulations and the simultaneous study of differ-
ent flows we could for the first time describe the 
transition process and uncover the phase tran-
sition at which turbulence becomes sustained. 
These insights now provide a unique opportu-
nity to study the increasing complexity of turbu-
lence encountered at higher Reynolds numbers. 
At the same time we can exploit our knowledge 
of the sustaining mechanisms to control turbu-
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lent flows. In first control experiments we dem-
onstrated that it is even possible to fully relam-
inarize turbulent structures in the transitional 
regime. We have meanwhile developed new 
methods that also allow us to relaminarize pipe 
flows in experiments at higher Reynolds num-
bers where the entire domain is turbulent. More 
detailed studies are presently carried out.
More recently we have extended our interests 
to situations where complexity arises through 
interaction of shear flows and other self orga-
nizing processes. These Projects take up more 
than one third of the group’s activities and in-
clude the formation of biofilms and the swim-
ming of plankton larvae in shear flows, the in-
fluence of polymers on the phase transition in 
pipe flow as well as the impact of shear on drop-
let formation during phase separations.
The group has been started by Dr. Björn Hof in 
March 2008 and presently has 15 members in-
cluding 4 postdocs, 6 PhD students 2 techni-
cians, 3 master students. An important feature 
of our group is the multidisciplinary background 
of the group members, comprising physicists, 
mathematicians and engineers. The group is 
collaborating with Prof. D. Barkley, University 
of Warwick (applied maths), Prof. B. Eckhardt, 
University of Marburg (theoretical physics), Dr. 
G. Jekely, MPI for developmental biology Tübin-
gen (biology), Prof. P. Cvitanovic, Georgia Tech 
(theoretical physics), Dr. Fernando Mellibovsky, 
UPC Barcelona (aerospace engineering) and 
Dr. Ashley Willis, University of Sheffield (ap-
plied maths).



dr. Markus holzner 
studied engineering at Trento University (Italy) finishing in 2003. During the last year of his studies he 
joined a research group at Glasgow University (UK) where he investigated experimentally turbulent 
flows over permeable beds in open channels. In 2004 he started his PhD focusing on turbulent mixing 
and entrainment using experimental and numerical techniques. He received his PhD in natural scienc-
es from ETH Zurich in 2007. The title of his thesis was “Experimental and numerical study on the small 
scale features of turbulent entrainment”. Dr. Holzner continued to work on the dynamics of small scale 
turbulence as a Postdoc at ETH Zurich until he joined the junior research group of Dr. Hof at the Max 
Planck Institute for Dynamics and Self-Organization in Göttingen. Here he carries out experimental re-
search on the topic of transition to turbulence in pipe flow.

dr alberto de lozar
studied physics at the Universidad de Sevilla (Spain) finishing in 2001. During the last year of his stud-
ies he joined a research group at this University where he investigated numerically a model for cat-
alyzed chemical reactions dynamics. In 2001 he got a PhD scholarship from the Graduiertenkollege 
“Non Equilibrium Phenomena and Phase Transitions in Complex Systems”. He received his PhD in 
physics from the Universitaet Bayreuth in 2005. The title of his thesis was “Liquid crystal dynamics: de-
fects, walls and gels”. In 2006 he started his research in Fluid Mechanics as a Research Associate at 
the University of Manchester (UK). His investigations include carefully performed experiments com-
bined with computer simulations. From 2008 he will start as a Research associate at the Max Planck 
Institute for Dynamic and Self-Organization.

dr. björn hof
studied physics at the Universities of  Marburg and Manchester. He received his PhD in physics from 
the University of Manchester (UK) in 2001. From 2001 to 2003 he was a research associate at the Uni-
versity of Manchester where he studied transition to turbulence in pipe flow. From 2003 to 2005 he 
continued his investigation of pipe flow as a research associate at the Delft University of Technology. 
In 2005 he took up an appointment as RCUK fellow at the School of Physics, University of Manchester. 
Since 2007 he is the leader of an independent junior research group at the Max Planck Institute for Dy-
namic and Self-Organization.

dr. Marc avila 
studied Mathematics at the Universitat Autònoma de Barcelona, where he graduated in 2004. In 2008 
he received his PhD in Applied Physics from the Universitat Politècnica de Catalunya. He was a Re-
search Scholar at Arizona State University from 2006 to 2008, when he joined the Max Planck Institute 
for Dynamics and Self-Organization in Göttingen as a postdoctoral researcher.
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selF-orGanIzed coMPlex spatial-tempo-
ral dynamics underlies dynamic physiological and 
pathological states in excitable biological systems 
including the heart and brain. Nonlinear dynamics 
and statistical physics provide novel analytical con-
cepts to enhance the understanding of these com-
plex spatial-temporal systems. Based on these con-
cepts, the Max Planck Research Group Biomedical 
Physics (MPRG BMP) aims to develop highly in-
novative experimental and theoretical approaches 
towards modeling, analysis and control of electri-
cal-mechanical forms of heart disease. We are driv-
en by the vision that the systematic integration and 
evaluation of dynamics on all levels from sub-cellu-
lar, cellular, tissue, and organ to the in vivo organism 
is key to the understanding of complex biological 
systems and will open – on a long-term perspec-
tive – new paths for translating fundamental scien-
tific discoveries into practical applications that may 
improve human health. In this endeavor, the theo-
ry of dynamical systems plays a central role in in-
tegrating biological experiments with mathematical 
developments. We are applying this translation-
al approach to cardiac arrhythmias, a highly signif-
icant cause of mortality and morbidity worldwide. 
The term dynamical disease was coined for cardi-
ac arrhythmias, suggesting that they can be best 
understood from the dynamical system’s perspec-
tive, integrating multidisciplinary research on all 
relevant spatial and temporal scales. The MPRG 
BMP focuses on the following objectives: physio-
logical modeling of cardiac dynamics and electro-

mechanical instabilities, multivariate analysis, clas-
sification and prediction of biosignals, and control of 
arrhythmias by novel approaches. These aims will 
be achieved by a data driven, integrative strategy 
that combines high-resolution imaging techniques 
with state of the art numerical modeling through in-
novative state and parameter estimation and mod-
el evaluation methods.  Based on this approach, 
we have successfully developed a novel method 
for low-energy termination of electrical turbulence 
in the heart. In collaboration with our research part-
ners, we demonstrated sustained energy reduction 
of 90% in in vitro and in vivo experiments, compared 
to conventional, state of the art defibrillation meth-
ods. For this achievement, we received the Inno-
vationspreis Medizintechnik 2008 (Medical Tech-
nology Innovation Award 2008) from the German 
Ministry for Education and Research (BMBF). Our 
group continues to strive for excellence in the de-
velopment of innovative diagnostic and therapeutic 
approaches. We greatly benefit from the outstand-
ing interdisciplinary research environment and in-
frastructure within the Max Planck Institute for Dy-
namics and Self-Organization. The MPRG BMP 
has been founding member of the Göttingen Heart 
Research Center (HRCG), which aims at foster-
ing cross-disciplinary collaborative cardiovascular 
research within the Göttingen Research Campus. 
Our research receives funding from the BMBF and 
the European Community’s Seventh Framework 
Programme FP7/20072013 under grant agreement 
17 No. HEALTH-F2-2009-241526, EUTrigTreat.

Prof. dr. stefan luther
received his doctorate in physics from the Georg-August-Universität Göttingen in 2000. From 2001-
2004 he was postdoctoral researcher at the University of Enschede. From 2004-2007 he was visiting 
scientist at the Laboratory of Atomic and Solid State Physics, Cornell University, and research group 
leader at the Max Planck Institute for Dynamics and Self-Organization. Since 2007 he is head of the 
Max Planck Research Group Biomedical Physics. He was appointed adjunct Professor (Honorarpro-
fessor) at the Georg-August-Universität Göttingen in 2008 and adjunct Associate Professor at the De-
partment of Biomedical Sciences, Cornell University in 2009. In 2008, he received the Medical Tech-
nology Innovation Award from the German Ministry for Education and Research (BMBF). He is a 
faculty member of the Georg August University School of Science (GAUSS) and founding member of 
the Heart Research Center Göttingen (HRCG). 
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dr. amgad squires
Amgad Squires studied physics at Mount Allison University, Canada, where he presented an hon-
ours thesis on Renormalization Group Improvement in Perturbative Quantum Chromodynamics. He re-
ceived his PhD from Cornell University in 2011 where he presented a thesis on “Wave Emission from 
Heterogeneities for Low-Energy Termination of Cardiac Arrhythmias” under the supervision of Dr. Eb-
erhard Bodenschatz and Dr. Robert Gilmour. During this time he worked for two years as a Teaching 
Assistant at Cornell University and five years as a Graduate Research Assistant. He is now a postdoc-
toral associate in the MPRG Biomedical Physics headed by Prof. S. Luther at the Max Planck Institute 
for Dynamics and Self-Organization in Göttingen. His research interest include understanding, treating 
and preventing cardiac arrhythmias, optical mapping techniques, data analysis and simulation, and he 
has a growing interest in dynamics on and of complex networks.

Prof. dr. Valentin Krinsky
studied physics at the Institute of Physics and Technology, Moscow, where he also received his PhD 
in 1964. After 8 years at the Institute of Biological Physics in Puschino, he was habilitated in 1972. He 
was appointed Head of the Autowave Laboratory in 1976, and full Professor of Biological Physics at 
the Institute of Physics and Technology, Moscow in 1980. He was a visiting Professor at the Univ. de 
Santiago, Santiago de Compostela, Spain (1992), Directeur de Recherche, Centre National de la Re-
cherche Scientifique, INLN, Nice, France, (1993-2004), visiting Professor at Washington University, St. 
Louis, (2003-2005) and Kyoto University (2006–2007). His research interests include highly nonlinear 
waves in biological excitable tissues and novel approaches for the termination of life-threatening cha-
os in the heart. In 2007 he joined the MPI DS to work with Prof. Luther and Prof. Bodenschatz on cardi-
ac dynamics.

Gisa luther
studied physics at the University of Hannover and of Oldenburg and graduated in 1996. From 1997-
2001, she worked for Bull GmbH (Langen) as an assistant project manager in software engineering 
and system integration. In 2002, she joined WestLB Systems GmbH (Muenster) as project manag-
er in software engineering. From 2004-2007 she was a visiting scientist at the Laboratory of Atomic 
and Solid State Physics, Cornell University, Ithaca NY. Since 2004 she is senior researcher at the Max 
Planck Institute for Dynamics and Self-Organization. Her research interests include numerical model-
ing of complex hydrodynamic systems and cardiac dynamics. 

Prof. dr. ulrich Parlitz
studied physics at the Georg-August-Universität Göttingen, where he also received his PhD in 1987. 
After five years at the Institute for Applied Physics of the Technische Universität  Darmstadt he re-
turned to Göttingen in 1994 where he was habilitated in 1997 and was appointed apl. Professor of 
Physics in 2001. He was a visiting scientist at the Santa Fe Institute (1992), the UC Berkeley (1992), 
and the UC San Diego (2002, 2003). His research interests include nonlinear dynamics, data analysis, 
complex systems, and cardiac dynamics. In September 2010 he joined the MPRG Biomedical Physics 
headed by Prof. S. Luther at the Max Planck Institute for Dynamics and Self-Organization. He is facul-
ty member at the Georg August University School of Science (GAUSS) and a member and principal in-
vestigator at the Bernstein Center for Computational Neuroscience (BCCN) Göttingen.

dr. claudia richter
studied biology at the University of Rostock, with a focus on animal physiology and forensic biology. Af-
ter receiving her Diploma in 2005 she worked for one year at the department of forensic genetics at the 
Institute of Legal Medicine in Rostock. She received her PhD in February 2011 and since March 2011 
works as a postdoctoral associate in the MPRG Biomedical Physics headed by Prof. S. Luther at the 
Max Planck Institute for Dynamics and Self-Organization in Göttingen. Her research interests include 
biophysical, molecular and genetic research, biomaterials, tissue engineering and cardiac dynamics. 
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Very complex behavior of physical systems can 
originate from very simple ingredients. In our 
research group we try to understand how mac-
roscopic complexity appears in the collective 
behavior of strongly interacting many particle 
systems. Polymers, for instance, can be ideal-
ized as hard spheres (monomers) linked togeth-
er randomly in a network. Even though this is an 
extremely idealized point of view, many macro-
scopic properties of polymer melts, solutions or 
gels can be understood from this model, for ex-
ample the random localization of particles in the 
gel as well as rheological properties.
The behavior of a simple system can become 
very complex as soon as it is pushed out of equi-
librium. A granular fluid is a prototype of such a 
system which is relatively simple in the equilib-
rium limit and extremely complex as soon as 
dissipation is switched on, showing for instance 
clustering instabilities, correlations between 
translation and rotation or highly non-Gaussian 
energy distributions. At sufficiently high densi-
ties granular fluids can undergo a jamming tran-
sition into an amorphous solid state. The emer-
gent solid turns out to be highly fragile and 
susceptible to even minute changes in the ex-
ternal control parameters. It is this interplay and 
coexistence of flowing and solid states that pos-
es challenging new questions, like for the ori-
gins of flow localization or shear thickening.
Complexity can also be induced by disorder. 
Disorder is present in most, if not all, systems 
encountered in reality and its influence is often 
such that it cannot be neglected. To the con-
trary, even infinitesimal disorder can lead to ef-
fects which are absent in an idealized ordered 
state. A particular challenge is disorder in low 
dimensions, a typical example being the spin 
glass. Here, the nature of the low temperature 
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phase is far from being understood. Recent de-
velopment of new methods and tools has made 
significant progress possible in this area.
Our research group consists of the head of the 
group, two postdoctoral researchers and three 
PhD students in physics. Additionally, we have 
several diploma students who work on related 
projects.
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toGether WIth the late Hans Pauly (1928 
– 2004) we came to Göttingen in 1969 from 
the University of Bonn to establish the new re-
search direction of molecular beam investiga-
tions of chemical elementary collision process-
es. In the following years the Institute became 
one of the leading international centers for ex-
perimental and theoretical research in deter-
mining with unprecedented precision the van 
der Waals forces between atoms and mole-
cules. These forces are of fundamental impor-
tance for understanding both the static and dy-
namic properties of gases, liquids and solids 
and their phase transitions. Our research led 
to the development of a new model for the van 
der Waals interaction, the Tang-Toennies poten-
tial, which is widely used for accurate simula-
tions in place of the well known Lennard-Jones 
potential
In the course of these studies our group ob-
served in the late 1970’s that helium free jet gas 
expansions behaved in a remarkable way. In-
stead of the usual velocity distributions with Δν/ν 
≈ 10%, the helium atom beams had very sharp 
velocity distributions and were nearly monoen-
ergetic with Δν/ν ≤ 1%. This unexpected obser-
vation was found to be related to the extreme-
ly weak interatomic forces between He atoms, 
with the consequence that their collision cross 
section, at the ultra-low ambient temperatures 
(≈ 10-3 K) in the expanding gas, rises to 259.000 
Å2, more than 4 orders of magnitude larger than 
the cross section at room temperature.
These nearly monoenergetic helium atom 
beams have found widespread applications. In 
expansions with small concentrations of mole-
cules the excess of helium atoms serves to cool 
the molecules down to temperatures of several 
degrees K. This became a great boon for mo-
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lecular spectroscopy since at these tempera-
tures the hot bands that otherwise obscure the 
molecular spectra are eliminated. Our group ex-
ploited the helium atom beams for exploring the 
structures and vibrations at the surfaces of solid 
crystals. In complete analogy to neutrons which 
are routinely used to study the structures and 
phonon dispersion curves inside solids, helium 
atoms are the ideal scattering probe method 
for investigating the structures and dispersion 
curves of phonons at solid surfaces, which are 
not accessible with neutrons. The study of over 
200 different surfaces by helium atom scatter-
ing (HAS) and the complimentary method of in-
elastic electron scattering (EELS) have led to 
a profound knowledge of interatomic forces at 
surfaces and how atoms and molecules inter-
act with metal surfaces, which is of basic impor-
tance for understanding catalysis.
In the following years we became even more fas-
cinated by this unusual element helium, which 
is  the only substance which exhibits superfluid-
ity, a collective quantum phenomena similar to 
superconductivity. In its superfluid state below 
2.2 K liquid helium flows without friction, just as 
the electrons in a superconductor flow without 
resistance. Thus it was natural to ask if small 
clusters and droplets of helium might also ex-
hibit superfluidity. Our finding that atoms and 
molecules were trapped in the droplet’s interior 
opened up the possibility to employ their spec-
troscopy to interrogate the physical properties 
of helium droplets. Surprisingly the sharp spec-
tral features of the embedded molecules indi-
cated that the molecules rotate freely as if they 
were in a vacuum and not at all strongly hin-
dered as expected for an ordinary liquid. Sub-
sequent experiments revealed that this remark-
able behavior was related to the superfluidity 
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of these droplets and has since been accept-
ed by the science community as a new micro-
scopic manifestation of superfluidity. Helium 
nanodroplets are now being used in more than 
25 laboratories worldwide as a uniquely cold 
(0.15–0.37 K) and gentle matrix for high reso-
lution molecular spectrocopic investigations of 
atoms, molecules, and “taylor made” clusters, 
their chemical reactions, and their response to 
photoexcitation. Our group used this technique 
to provide the first evidence that para-hydrogen 
molecules which, like He atoms are spinless bo-
sons, can also exhibit microscopic suerfluidity. 
Our most recent experiments were directed at 
exploring the nature of small pure clusters (N ≤ 
100) of helium and hydrogen molecules. To this 
end we developed an apparatus to study the 
matter-wave diffraction of cluster beams from 
nanostructured transmission gratings. These 
experiments led to the first evidence for the ex-
istence of the dimer and the precise measure-
ment of its size and of the van der Waals inter-
actions of a number of atoms and molecules 
with solid surfaces. Unexpected magic numbers 
were found in larger clusters (N ≤ 50), which 
have led to the first insight into the elementa-
ry excitations of these nano-sized superfluids.
At the present time we are collaborating with 
several groups in the U.S., Spain and Italy in 
three main areas of research: (1) The surprising 
finding that inelastic HAS detects all the pho-
non modes of thin (3-8 monolayers) films of lead 
(a superconductor) has been clarified in recent 
Density Functonal Perturbation Theory calcu-
lations. These reveal a new interaction mech-

anism in which the  He atoms interact largely 
with the electrons at the surface and  thereby 
indirectly excite the vibrations of the positive 
ion core lattice. Surprisingly the inelastic HAS 
mode intensities are found to be proportional 
to the electron-phonon coupling constants for 
each selected wavevector. Thus the HAS tech-
nigue is the first to be able to provide such de-
tailed information on the electron phonon cou-
pling constant of a superconducting metal film. 
(2) In our laboratory we discovered that solid he-
lium flows into vacuum in an unexpected man-
ner which we called the “geyser” effect. We are 
presently analyzing data for the flow of the sol-
id through a 100 micron capillary which also 
exhibits the same effect.  These results are of 
current interest in connection with the contro-
vertial reports of supersolidity. (3) In collabora-
tion with theoreticians in Spain and the USA we 
are extending our Quantum Theorem of Corre-
sponding States studies of the effect of quan-
tum delocalization on the properties, including 
superfluidity, of small quantum fluid clusters in-
cluding para-H2 clusters. One of the most fasci-
nating results coming from these investigations 
is the discovery that para-H2 clusters consisting 
of 18 and 33 particles undergo a new type of su-
perfluid induced structural transition.

Molecular InteractIons 
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turbulence Is oFten viewed as consist-
ing of eddies of different sizes. Consequently, 
measures of turbulence are loosely categorized 
into large and small-scale quantities. It is gen-
erally believed that the large, energy-contain-
ing scales are flow-dependent, while the small-
er scales are universal and independent of the 
large scales. This scale separation has been 
the cornerstone of our understanding of turbu-
lence and finds supports in various observations 
[1]. There is some evidence, however, that the 
large scales interact with the small scales [2-
4]. Here we report two experiments in which we 
studied quantitatively the interactions between 
large and small scales. In the first experiment, 
we measure small-scale quantities conditioned 
on large-scale velocities in two flows possess-
ing different degrees of large-scale anisotropy. 
The conditional statistics show a strong depen-
dence on the large scales in both cases. In the 
second experiment, we systematically varied 
the large-scale anisotropy of the turbulence in 
a single apparatus. We found a relationship be-
tween a scaling exponent of the large scale and 
one of the structure functions at smaller scales.
Following [4, 5], we measured the second  
order longitudinal velocity structure function,  
DLL=〈[u(x)-u(x+r)]2〉 conditioned on the average 
velocity, uc=[u(x)+u(x+r)]/2, which represents the 
instantaneous large-scale velocity. For r in the in-
ertial and in the dissipative range, the condition-
al statistics, DLL, should be independent of uc if 
the large scale do not influence the small scales 
directly. The measurements were carried out in 
two flows: the von Kármán swirling flow, in which 
the fluctuations in the radial direction are 1.5 
times those in the axial direction [6, 7], and the 
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I-1 Interactions between large and small scales in turbulence

LEM flow, which is close to homogeneous and 
isotropic [8]. For both flows, the conditional DLL 

depends strongly on uc (figure 1), which shows 
a dependence of the small scales on the large 
scales. In a collaborative work with other groups, 
we observed a similar dependence in other labo-
ratory flows and in numerical simulations [9]. The 
exact reason for such dependence is under in-
vestigation, but we noticed that such dependence 
is weaker if the ratio of the apparatus size to the 
forcing scale of the flow is larger [9].
In the second experiment, we tuned the large-
scale anisotropy in a novel apparatus, the “soc-
cer ball”, which consisted of 32 loudspeaker-
driven air jets pointed toward the center of a 
nearly spherical chamber. The degree of an-
isotropy was controlled exactly by varying the 
strength of individual jets. By mapping the 
strengths of the jets according to their distanc-
es from an axis, we generated homogeneous 
and axisymmetric turbulence in the center of the 
chamber [10]. We measured velocities at two 
points in the homogeneous region simultane-
ously using Laser Doppler Velocimetry (LDV). 
By varying both the distance and the orientation 
between the two points, we measured the Eu-
lerian transverse velocity correlation functions  
g(x) in both axial and radial directions at vari-
ous degrees of anisotropy.
We used two measures of the large scales, the 
root mean square (RMS) of the velocity fluctu-
ations, u, and the integral scale of the velocity 
correlation function, L. In isotropic turbulence, 
both of these measures have a single value. In 
anisotropic turbulence, the measures depend on 
the direction in which they are calculated. This 
is because the characteristic lengths depended 
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strongly on the anisotropy in the velocity fluctu-
ations. As shown in figure 2, the relationship is 
a power law with an exponent of about -3. We 
show below that this scaling exponent between 
large-scale quantities is prescribed by the small-
scale dynamics of turbulence.
We consider correlation functions, g(x), that can 
be in either radial (x=r) or axial (x=z) directions. 
We conjecture that (i) the viscosity is so small 
that the dissipative scales are of negligible size; 
(ii) the correlation functions are self-similar, i.e., 
g(x) is universal through a rescaling of the sep-
aration, x; (iii) the second order structure func-
tions, D, are isotropic at small scales, which 
constrains the correlation functions through the 
linear relation between D and g: D=u2(1–g); (iv) 
the correlation functions approach a power law 
with exponent n for small inertial range separa-
tions, i.e., g(x)=1–bxn for x → 0. We checked all 

Figure 2
The ratio between the integral scales of transverse correlation functions 
with separations stretching in two different directions. This quantity is 
shown as it varies with the ratio of velocity fluctuations in the two direc-
tions, uz/ur. The direction of Lz and uz was close to z-axis of the turbulence, 
while for Lr and ur, it was close to the r-axis. The inset shows the same data 
with logarithmic scales on both axes of the plot. The data follow approxi-
mately a power law of the velocity fluctuation ratio with exponent -3.0±0.2. 
The dashed line is a power law with exponent -3.0.

these assumptions and verified that they are sat-
isfied in our flow. It then follows that the ratio of 
the integrals, L, of the two correlation functions 
is a power law of the ratio of the correspond-
ing RMS velocities for the two correlation func-
tions, i.e., Lz/Lr=(uz/ur)-2/n. Note that n should be 
2/3 according to Kolmogorov’s theory. Thus we 
would expect a power of -3, which is consistent 
with figure 2. This shows that the integral length 
scales are a robust measure of anisotropy.
New apparatuses with tunable degrees of large-
scale anisotropy, namely the LEM and the soc-
cer-ball, make studies of anisotropy at small 
scales possible [11]. The response of small 
scales to sudden perturbations at large scales 
is also an interesting problem [12]. The investi-
gation of this transient process is facilitated by 
the real-time optical data downloading interfac-
es developed in our group.
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Figure 1
The ratio of the conditional and un-
conditional Eulerian velocity struc-
ture functions at different scales 
r/η, plotted against the average ve-
locity uc. These ratios should be of 
constant value 1 if the velocity in-
crements are independent of the av-
erage velocity uc  (a) Data from the 
von Kármán flow [7]; (b) Data from 
the LEM flow [8].

a) b)
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turbulence dynaMIcs beyond the pictori-
al description of Kolmogorov (K41) is extremely 
complicated. In the dissipative range, where the 
flow field is differentiable, the dynamics is best 
studied through the velocity gradient. A natural 
question is how to extend the concept of veloci-
ty gradient into the inertial range, where the ve-
locity field is not smooth. As such an attempt, 
we study the tetrad-based velocity gradient, i.e., 
a coarse-grained velocity gradient sampled by 
only four points in space, as first proposed in [1]. 
By varying the distance between the four-points 
forming the tetrads, we can also probe the scale 
dependence of the inertial range dynamics.
For any set of four points ra, (a=1, …, 4), in three 
dimensional turbulence, a velocity gradient M 
can be defined such that ua=M·(ra-ra

c), where  
ra
c  is the “center-of-mass” of the four points and 

ua is the fluctuating velocity relative to the cen-
ter-of-mass. Obviously this tetrad-based ve-
locity gradient M differs from the more famil-
iar filtered/coarse-grained velocity gradient 
M−− l=∫lm(x)dx where m is the “true” velocity gra-
dient and l is the length scale of interest. The 
latter may be approximated by averaging over 
many points in a volume with size l, as stud-
ied in [2]. On the other hand, the two gradi-
ents M and M−− l bear many similarities [3]. The 
tetrad-based velocity gradient M is much easi-
er to access experimentally. Moreover, follow-
ing the tetrad in turbulence not only provides 
the Lagrangian dynamics of M, but also reveals 
the important information about shape defor-
mation.
We study the tetrad-based velocity gradient M 
in both experiments and numerical simulations. 
Experimentally we tracked hundreds of tracer 
particles in a high Reynolds number von Kár-
mán water flow up to Rℷ=815. The reconstruct-
ed three-dimensional particle trajectories were 
then differentiated to obtain particle velocities 
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I-2 lagrangian tetrad dynamics in Fluid turbulence

and accelerations. Tetrad statistics were gath-
ered by selecting four points that form a nearly 
isotropic tetrahedron with edge length r0 [4]. The 
experiments are complemented with direct nu-
merical simulations (DNS), which cover a range 
of smaller Reynolds numbers Rℷ≤170, but re-
solve all the scales of the flow, especially the 
dissipation range [5].
Figure 1 shows the joint probability densi-
ty functions (PDFs) of the two invariants of M:  
Q=-tr(M2)/2 and R=-tr(M3)/3, measured exper-
imentally at Rℷ=690 for tetrads with two differ-
ent sizes in the inertial range. If the velocity field 
were Gaussian, then the PDFs would be sym-
metric about R=0. The measured PDFs, on the 
other hand, clearly skewed towards the R>0 
side, more specifically, along the branch of the 
discriminant. The velocity gradients in that re-
gion correspond to two stretching directions and 
one compressive direction, which tend to flat-
ten the initially isotropic tetrads into sheet-like 
objects. This feature has been observed for the 
“true” velocity gradient m [6] and the filtered ve-
locity gradient M−− l [2]. It is also noticeable from 
figure 1 that as the scale r0 increases, the PDF 
becomes more symmetrical, consistent with the 
expectation that the velocity field is uncorrelat-
ed at large scales. The same features are also 
observed in DNS.
Aside from the PDFs, more interesting dynam-
ics can be revealed by studying the evolution 
of R and Q following the tetrads, as done pre-
viously in the dissipative range for the true ve-
locity gradient m [7, 8]. For initially isotropic tet-
rads in the inertial range, the tetrad model [1] 
predicts the follow equations for ensemble-av-
eraged R and Q 
dR—— = 2(1 – α)Q2 + 3ζRdt 3

and
dQ—— = -3(1 – α)R + 2ζQdt 
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where α and ζ are two unknown constants that 
can be determined by fitting the equations to ex-
perimental data. As shown in figure 2, the model 
prediction agrees well with experiments. Similar 
agreement was also observed for DNS. 
In summary, by combining state-of-the-art ex-
periments, numerical simulations, and theoreti-
cal analysis, we established a powerful machin-
ery to probe turbulence dynamics in the inertial 

range through Lagrangian tetrads. The shape 
deformation of the tetrads is tightly coupled to 
the tetrad-based velocity gradient M [9] and is 
the focus of our current study. Based on this ap-
proach we hope to develop a simplified, effec-
tive field theory for the inertial range dynamics 
of turbulent flows, guided by theoretical consid-
erations and constrained by the available exper-
imental and numerical data.

Figure 2
Comparison of the tetrad model prediction on the dynamics of the tetrad-based velocity gradients with experiments at  
Rℷ =690, r0/η=830, i.e., same conditions as shown in figure 1(b). (a) The vectors (dR/dt, dQ/dt) on the (R, Q) map. The thick blue 
lines are the measurements while the thin red lines are the model prediction. (b) The difference between the measurements and 
the model prediction. In both plots, the dashed lines mark the discriminant 4Q3+27R2=0.

a)

Figure 1
Experimentally measured joint PDFs of R and Q, the invariants 
of the tetrad-based velocity gradient M, in a von Kármán flow 
Rℷ=690. The color is mapped using the logarithmic of the proba-
bility, as shown in the colorbars. The dashed lines mark the dis-
criminant 4Q3+27R2=0. Plots (a) and (b) are for nearly isotropic 
tetrads with edge lengths of r0/η=400 (r0/L≈1/6) and r0/η=830 (r0/
L≈1/3), respectively, where η is the Kolmogorov scale and L is the 
integral scale. At both r0, the PDFs are skewed toward the positive 
R branch of the discriminant, which corresponds to flattening of 
the isotropic tetrads to sheet-like objects.

a) b)
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I-3 dissipative scales in turbulence

In MatheMatIcal sense, scale separation 
means that the description of a system simplifies 
when the control parameters tend to certain lim-
iting values. One example of such a reduction is 
the homogeneous isotropic fluid turbulence at in-
finite Reynolds numbers. In turbulence the small-
est, dissipation range represents another range 
of scales where the features are expected to be 
independent of the way the flow is driven. There-
fore, we seek to reduce the system while keeping 
the essential features of turbulence at dissipative 
scales. A straightforward approach would be to 
consider turbulent flows in the limit of very small 
Reynolds numbers. In such a limit, one could 
completely neglect the non-linear term in the Na-
vier-Stokes equation (NSE), which may yield so-
lutions with analytic properties entirely different 
from the original NSE.
To analyze the properties of the solutions of the 
NSE at small scales, we consider decaying so-
lutions in the simplest domains possible, e.g., 
the whole space or a periodic box. Under these 
conditions, we show that in the limit of vanish-
ing Reynolds numbers, real-valued solutions of 
the NSE can be represented by superpositions 
of complex-valued solutions of the same NSE 
with simpler complex-valued initial conditions. 
In principle, these solutions are unphysical, but 
have the major advantage of being easier to an-
alyze. In other words,  they represent the re-
duced system we are looking for.
When complex-valued solutions are considered 
in the whole space Rd (d is the number of dimen-
sions), and initial conditions are chosen so as to 
reduce the interaction of modes, some analyti-
cal results can be obtained by the Renormaliza-
tion Group method. A special type of solutions 
(Li-Sinai type solutions, LSt) of the Burgers 
equation and NSE has been constructed [1-3] 
for which the Fourier transform of the velocity 
field is close to a Gaussian distribution. In this 

case, the analytical properties of LSt-solutions 
can be derived from their Fourier space repre-
sentation by a simple argument [4]. For exam-
ple, for the LSt solution of the two-dimension-
al NSE, we obtain for the velocity field complex 
singularities |z – z*|-3/2 and |z – z*|-2. Follow-
ing this work we have given an elementary con-
struction of LSt-solutions for the inviscid Burg-
ers equation, explicitly relating them to stable 
distributions. We further generalized the LS-
construction in the case of the viscous Burg-
ers equation showing that there also exist so-
lutions whose Fourier transforms are close to 
non-Gaussian stable distributions [4].
The second approach is to consider the corre-
sponding equations in a periodic box, e.g. [0,  
2 π]d. It turns out that for suitably chosen initial 
conditions the Fourier coefficients of the solu-
tion can be calculated recursively by repeated 
integration without any truncation or time step-
ping errors [5]. In addition, this method allows 
us to consider rather arbitrary dissipation terms, 
e.g., the exponentially growing dissipation term 
studied in [5]. For solutions at large times, the 
complexities associated with the calculation of 
the Fourier coefficients for arbitrary dissipation 
can be further reduced. In this case the Fouri-
er coefficients are related by algebraic recur-
sions, resembling the inviscid case [6]. We used 
this approach for solutions of the one-dimen-
sional Burgers equation and determined accu-
rately the asymptotic structure of their Fourier 
coefficients [7].
For two-dimensional NSE, it is hard to han-
dle analytically the recursion relations. Our ap-
proach is to solve these equations numerically 
using high-precision arithmetic and algorithms 
for fast polynomial multiplication [8], implement-
ed in the package MATHEMAGIX [9]. The an-
alytic properties of the solutions can then be 
deduced from the asymptotics of the Fourier co-
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efficients for |k|→∞ as discussed in [10].
In real flows with finite Reynolds numbers, the in-
ertial range and the dissipation range are con-
nected to each other. One manifestation of such 
mutual influence is the bottleneck effect, a pile-
up of energy at the upper end of the inertial range 
due to the suppression of transfer to the dissipa-
tion scales. If the standard viscous term ν∆ is re-
placed by a hyper-dissipative one -v2α-1(-∆)2α , the 

bump in the spectrum grows with increasing α. 
The hyper-viscosity also leads to oscillations in 
the solutions that are related to the bottleneck, as 
shown recently [11]. Using asymptotic solutions 
of the one-dimensional boundary layer Burgers 
equation, we evaluated the importance of the os-
cillations for the bottleneck [7]. The asymptotic so-
lutions approximate well the solutions of the Burg-
ers equation near the bottleneck (figure 1).
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[11] S. S. Ray et al., submitted

Figure 1
Log-log scale representation of the 
Fourier coefficients of a solution of the 
one-dimensional Burgers equation with 
hyper-dissipation -v3∂4

x. We compare 
this solution with the appropriately res-
caled solution of the boundary layer  
Burgers equation, the rescaled linear-
ized asymptotic solution and the inertial 
range scaling ∝ k-1. In the inset the nu-
merical solution of hyperviscous Burg-
ers equation (red solid line) is com-
pared with the functional form k2e-δk 

(magenta dotted line) in the dissipation 
range, the rescaled linearized asymp-
totic solution (green dashed line) and 
the inertial range scaling (thin red sol-
id line).
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I-4 classical experiments in turbulence

rIchardson, KolMoGoroV, and others en-
visioned in turbulence a cascade of kinetic en-
ergy from large-scale energetic fluid motions to 
small-scale dissipative fluid motions.  The the-
ory founded on this picture depends on a sepa-
ration in the size of the energetic and dissipative 
motions, a separation that tends to arise with in-
creasing Reynolds number [1]. High Reynolds 
numbers were also thought to produce in the 
small scales the necessary statistical isotropy 
and homogeneity, though this now appears not 
to be the case [2]. These conditions limit not 
only the reach of the theory in a practical sense, 
but also our ability to test the theory [3]. There 
is one flow that is known to satisfy closely the 
conditions of statistical isotropy and homoge-
neity, the flow generated by a grid of crossed 
bars in a wind tunnel [4, 5]. However, previous 
experiments have not reached high Reynolds 
numbers. The aim of this project is to test theo-
ries at high Reynolds numbers, and in situations 
that were previously well characterized at lower 
Reynolds number.
In the variable density wind tunnel, described in 
the section on the Göttingen Turbulence Facility, 
we generated grid turbulence at Taylor Reynolds 
numbers, Rλ=uλ/ν, between 150 and 1700. Previ-
ous studies reached Reynolds numbers no high-
er than about 500 [6, 7] for passive grids. Only 
with active grids were higher Reynolds numbers 
possible [8]. Our data provide the first possibility 
to compare active and passive grid data at these 
Reynolds numbers. As shown in Table 1, the 
Reynolds number could be varied by using two 
gases, air and sulfur hexafluoride, and by chang-
ing the pressure of the gases. The mean speed 
of the flow was kept constant at about 5 m/s. A 
biplanar grid of crossed square bars, of classical 
construction [4], generated the turbulence. The 
solidity of the grid was 35% and the spacing of 
the bars was 107 mm. Metal wire screens sta-

tioned upstream of the grid settled the flow inci-
dent on the grid. We measured the flow velocities 
with hot-wire anemometers stationed sufficient-
ly far downstream that the flow was fully devel-
oped (67 times the grid spacing, or 7.1 m, down-
stream of the grid).
The energetic scales of turbulent motion origi-
nate at the grid. When the viscosity is small, the 
grid geometry and flow speed dominate their 
generation. However, we also observed a small 
but systematic influence of the viscosity on two 
measures of the large scale, the integral scale 
and the turbulence intensity. A decrease of the 
kinematic viscosity by a factor of 100 caused a 
decrease in the integral scale by about 15% and 
an increase in the turbulence intensity by about 
20%. The turbulence intensity and the integral 
length were 2.5% and 8.5 cm, respectively, at 
the highest Reynolds numbers.
The most pronounced effect of a decrease in vis-
cosity is an increased spectral separation be-
tween the energetic scales of motion and the dis-
sipative scales of motion. This effect can be seen 
in figure 1(a) as a shift of the dissipative cutoff 
to higher wave numbers as the viscosity is de-
creased. Here, we normalized the spectra by Kol-
mogorov’s length scales. Also noticeable in figure 
1 is the premature cutoff of the spectra acquired at 
the highest Reynolds numbers. This was caused 
by the probes, which were much larger than the 
Kolmogorov scale at these Reynolds numbers. 
Motions at scales far from the dissipative ones 
were conjectured by Kolmogorov to be unaffect-
ed by viscosity. Under this assumption, he predict-
ed power law scaling for the spectrum. As can be 
seen in figure 1(b), the prediction does not hold 
for our data. At the lowest Reynolds numbers the 
data may follow a power law, but with a shallower 
exponent than the prediction [8]. The shape of the 
1D-spectra evolved as the viscosity decreased, 
and a bump emerged close to the small-scale cut-
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rants further investigation. In a next step, we 
are installing further screens to reduce shear 
present in the flow. In collaboration with Prof. 
Lex Smits from Princeton University, we will use 
micro-machined hot-wires that should resolve 
the smallest scales. These measurements will 
be combined with particle tracking measure-
ments of acceleration. We will also install the 
active grid, which will likely provide Taylor Reyn-
olds numbers up to 8000, also resolved by the 
Princeton micro hot-wires. The Reynolds num-
ber space reached with the passive and active 
grids will overlap.
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Figure 1
Power spectra of the streamwise velocity fluctua-
tions. In (a), the 1D-spectra are normalized by the Kol-
mogorov scale η. This should cause the dissipative 
scales of the spectra to collapse, which they do, ex-
cept for the spectra corresponding to the two larg-
es Reynolds number experiments. In those two cas-
es, the Kolmogorov scale was much smaller than the 
probe size. In this figure, the higher Reynolds number 
data extend further to the left. In (b), the spectra are 
compensated by Kolmogorov’s scaling prediction. In 
these units, the probe size corresponds to a value of 
about 104. For clarity, the spectra are shifted vertically 
by a multiplicative factor. The Reynolds numbers are 
larger for curves that are higher in the figure. 

a) b)

table 1
A list of the conditions under which experiments were performed. ρ is the mass density of the fluid, ν is the kinematic viscosity, U 
is the speed of the mean flow, u’ is the fluctuation in the direction of the mean flow, ε is the energy dissipation rate per unit mass, 
and η=(ν3/ε)1/4 and τη=(ν/ε)1/2 are the Kolmogorov length and time that characterize the dissipative scales. In the calculation of 
Rλ=u’λ/ν, we determined the dissipation rates, ε, through Kolmogorov’s 4/5ths law and the Taylor scale through the isotropic relation 
λg=(15νu’2/ε)1/2 [1]. The normalized dissipation rate, εL/u’3, is approximately equal to ½ for all of the data. 

off, a feature known as the bottleneck [9]. At the 
highest Reynolds numbers, the bottleneck may 
have disappeared. It is difficult at any Reynolds 
number to assign unambiguously a power law for 
the intermediate range of scales.
The data allow us for the first time to investi-
gate turbulence in a symmetric flow at higher 
Reynolds numbers than previously observed. 
As expected, we found the dissipative scales 
of motion to be strongly affected by viscosity. 
Surprisingly, the energetic scales also changed. 
The behavior of the inertial range of scales 
eludes clear power-law description and war-
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I-5 Göttingen turbulence Facility

InVestIGatIons oF the fundamental proper-
ties of turbulence require flows with high Reyn-
olds numbers under well-controlled conditions. 
The flow properties need to be resolvable by 
modern measurement technology from the larg-
est to the smallest spatial and temporal scales. 
On Earth the highest turbulence levels (Reyn-
olds numbers ~107) are found in the atmospher-
ic boundary layer. Even the most violent flows 
on Earth, such as plinian volcanic eruptions, 
have similar turbulence levels. The observa-
tions of natural flows are difficult, as the condi-
tions are rarely stationary and the scales of the 
flow are very large, which makes detailed mea-
surements utmost difficult. For example, when 
considering the turbulent motion of clouds in the 
atmospheric boundary layer, the largest scales 
of the flow are typically 100 m, while the small-
est scales are fractions of millimeters. Anoth-
er complication is that clouds are carried by a 
mean wind. With current measurement technol-
ogy it is very difficult, if not impossible, to resolve 
all scales of the dynamics of turbulent clouds. 
Finally, the turbulence generation mechanisms 
in nature are multifold and it is difficult to inves-
tigate how the turbulence depends on its gen-
eration mechanisms. In the foreseeable future 
computational fluid dynamics can substitute ex-
periments only for moderate Reynolds numbers 
at idealized flow conditions. Therefore, experi-
mental facilities that generate turbulent flows at 
high Reynolds numbers are essential for the re-
search. 
High Reynolds numbers at manageable tempo-
ral and spatial scales can be realized by em-
ploying the principle of physical self-similarity. 
The turbulence Reynolds number is Re=ρvL/η, 
where ρ is the density of the fluid, v is the fluc-
tuating velocity, L is the energy injection scale 
and η is the molecular dynamical viscosity. One 

way to achieve high Reynolds numbers is to use 
cryogenic helium gas. In this case very high 
Reynolds numbers can be achieved, but with 
very small spatial and temporal scales that cur-
rently cannot be fully resolved by measurement 
technology. In addition, many methods well test-
ed at room temperature are difficult to use at 
cryogenic temperatures. An alternative to cryo-
genic helium is to increase the density of room 
temperature gas by pressurizing it. This in-
creases the Reynolds number, as the molecular 
dynamical viscosity is approximately indepen-
dent of pressure. In addition, by using a heavy 
gas, like sulfur hexafluoride (SF6) it is possi-
ble to reach high Reynolds numbers already at 
moderate pressures of only 10-20 bar. In Göt-
tingen we have decided to follow this path. The 
institute installed a gas handling and liquefac-
tion system that handles and stores 13 tons of 
SF6 and supports three facilities that use pres-
surized SF6 gas at up to 19 bar. In addition to 
serving the in-house experimentalists, the GTF 
provides visitors with the opportunity to study 
phenomena in turbulent flows under well-con-
trolled conditions at high Reynolds and Ray-
leigh numbers. 
The properties of turbulence can either be 
measured from the spatial (Eulerian) perspec-
tive, or from the perspective of particles car-
ried by the flow, the so-called Lagrangian per-
spective. While Eulerian measurements have 
traditionally been conducted in wind tunnels 
with hot-wire anemometry, only recently it has 
become possible to conduct Lagrangian mea-
surements with high accuracy at high Reyn-
olds numbers thanks to advances in imaging 
technology. For Lagrangian Particle Track-
ing, neutrally buoyant particles are tracked 
in three dimensions with three to four high-
speed cameras by stereoscopic imaging of 
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a laser-illuminated measurement volume.  In 
the wind tunnel, the system will be mounted 
on a sled, moving with the mean velocity of 
the wind tunnel flow (up to 5m/s), driven by a 
linear motor from Bosch Rexroth. At a frame 
rate of tens of kHz, the data acquisition is lim-
ited by the camera on-board memory to one 
or two seconds observation time followed by 

Figure 1
The Building: The facilities are housed in a newly con-
structed building that has been optimized for vibra-
tion isolation and high temperature stability. It has been 
equipped with control systems that make possible the 
safe use of the pressurized gases and of lasers. High 
bandwidth fiber optics link the facilities to an 80 proces-
sor data analysis cluster. A 36m2 class 1000 clean room 
is available for micro fabrication of sensors, like the hot-
wire probes needed for the Eulerian measurements in 
the Variable Density Turbulence Tunnel.

a data transfer of 15 min to a computer cluster 
through a Gigabit Ethernet for post process-
ing. To overcome these limitations we are de-
veloping a real-time processing system based 
on an optical Real-Time Output (RTO) of the 
cameras from Vision Research’s Phantom V-
Series. The system allows a higher transfer 
rate (2.125 GB/s for Phantom V640) and fea-
tures a costumer-modified receiver system for 
the RTO based on the X5-TX from Innova-
tive Integration (PCIe-D/A card with an Vir-
tex 5 SX95T FPGA from Xilinx), which we re-
programmed to perform data compression of 
about 90%. This system will allow us to inves-
tigate, for example, the slowly varying large 
scale dynamics or transient states of a turbu-
lent flow recovering from anisotropic pertur-
bation real-time and non-stop. 
A test system of high-speed cameras and a 
communication system have been installed in 
the Pressure Cylinder (figure 4) as preparation 
for future experiments. A particle (droplet) gen-
eration device using the principle of controlled 
condensation, and a “proof of concept” exper-
iment involving Lagrangian particle tracking 
within high pressure SF6 is in preparation. 

Figure 2
The Variable Density Turbulence Tunnel is an upright recirculation wind 
tunnel with two long measurements section (7 and 9 m long with a cross-
sectional area of 1.9 m2) that make possible particle tracking in the decay-
ing turbulence behind passive or active grids, mounted at the entrance of 
each measurement section. Our active grid is unique in that each of 129 po-
sition-controlled paddles can be moved independently. This may allow us 
to vary the mean velocity, the amplitude of the fluctuations, or the correla-
tion lengths over the cross section of the tunnel. We can then study turbu-
lence under various conditions of the large scale, such as homogeneous 
shear or mixing across a turbulence-intensity interface, as well as transi-
tions between different large scale conditions. Reynolds numbers of up to 
Re~107 are possible when filled with SF6 at 15 bar. Two sleds, driven by lin-
ear motors can be installed that allow measurement devices (e.g. cameras 
and optics) to be moved with the mean velocity of up to 5 m/s of the circu-
lating gas. The tunnel is pressure and temperature controlled, and has opti-
cal and electrical access. The circulating gas can be filtered to <1 μm in or-
der to provide a clean gas. Equipment can be installed either on the sleds 

or all along the measurement sections. Measurement equipments to be used in the tunnel are hot wires, high-speed 
cameras and LDV/PDA system. Specifications: length 18 m, height 6 m, inner diameter 1.8 m, pressure 1 mbar-15 bar, 
temperature 20-35°C, mech. power 210 kW, cooling power 280 kW, kin. visc. SF6 (15 bar) 1.5×107 m2/s,〈u〉max= 5 m/s, 
urms,max = 1 m/s, Lmax = 0.45 m, Rλ,max ~ 104, εmax = 1.4 W/kg, η > 8 μm, τη > 0.4 msec.
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Figure 3
The High Pressure Convection Facility (U-Boot) is a gener-
al-purpose pressure vessel. Similarly to the turbulence tun-
nel, all equipment can be used inside the vessel for measure-
ments from heat transport and PIV to 3D-Langrangian Particle 
Tracking (LPT). It has been designed to house different exper-
iments e.g. for the investigations in Lagrangian mixers and of 
turbulent thermal convection. It houses a turbulent cylindrical 
Rayleigh-Benard experiment of 1.1m diameter and 2.2m height 
that reaches Rayleigh numbers as large as Ra~1015. Specifi-
cations: length 5.3m, max. height 4.0m, outer diameter 2.5m, 
straight cylinder length 4m, dome 1.5m high and 1.2m in di-
ameter, pressure 1mbar-20bar, temperature: 20-35°C, cooling 
power<50kW, Ramax=7×1014 at high Ra only weakly non Bouss-
inesq.

Figure 4
The Pressure Cylinder (Cigar) is a 
general-purpose pressure vessel. 
Similarly to the turbulence tunnel, all 
equipment can be used inside the ves-
sel for measurements from heat trans-
port and PIV to 3D-Langrangian Par-
ticle Tracking (LPT). Specifications: 
inner diameter 1.5m, length 4.0m, two 
accesses.

Figure 5
Gas Handling System consisting of 4 
tanks, 2.8m3 each, height 4m, diam-
eter 1m, oper. pressure 1mbar-15bar, 
evacuation of tunnel air (1bar→1mbar) 
2.5h, pressurizing SF6 (1mbar→20bar) 
8h, depressurizing SF6 (15bar→1mbar) 
22h, filling with air (1mbar→15bar) 1h.

research
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I-6 rayleigh-bénard turbulence

turbulent conVectIon in a fluid heated 
from below and cooled from above (Rayleigh-
Bénard convection, RBC) has been at the cen-
ter of scientific inquiry for a long time [1]. The 
reasons are twofold – on the one hand, RBC 
serves as a model system for buoyancy driv-
en convection as found in numerous astrophys-
ical, geophysical, atmospheric, and industrial 
processes – on the other hand, it is a model 
for a system, where the large-scale turbulent 
properties are dominated by the dynamics of 
thin boundary layers. One important question 
of interest is the dependence of the heat trans-
port, i.e., the Nusselt number Nu, on the dimen-
sionless temperature difference, the Rayleigh 
number Ra, in the limit of large Ra. It is ex-
pected theoretically that this dependence may 
change from an effective power law with expo-
nent ϒeff≅0.31 to one with ϒeff≅0.39; this change 
is predicted to be associated with a transition of 
the viscous boundary layers at the plates from 
laminar to turbulent [1]. This is of importance 
as an extrapolation of laboratory measurements 
to astrophysically and geophysically relevant 
ranges requires an understanding of Nu(Ra) 
well above this transition. Such extrapolations 
at present are uncertain by orders of magnitude 
as nominally equivalent laboratory experiments 
using helium gas at temperatures near 5 K and 
in the range Ra≤1015 [2] or Ra≤1017 [3] disagree 
on whether there is a transition [2] or not [3].
The uncertain situation described above moti-
vated us to construct a very large convection 
sample cell, located in an even larger pressure 
vessel known as the Uboot [4]. This experiment 
has a cylindrical shape with 1.12m diameter 
and 2.24m height. The top and bottom plates 
are made of oxygen-free copper, and the side-
wall is made of Plexiglas. The Uboot, and with 
it the sample cell, can be filled with a suitable 
gas, usually sulfur hexafluoride, at pressures up 
to 19 bars; this gas served as the convection 
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fluid. We investigated two situations, one, the 
open sample, where the Plexiglas sidewall had 
a 1mm gap at the bottom and top plate, thus 
permitting a high impedance in/out flow; two, 
the closed sample, where the bottom and top 
were hermetically sealed. Measurements with 
the open sample, which had been reported in 
[4, 5], are shown in figure 1a. The Nusselt num-
ber itself varied by over an order of magnitude 
over our Ra range and is difficult to display with 
adequate resolution. Thus we show the reduced 
Nusselt number Nu/Ra0.3. The various symbols 
and colors correspond to various sample pres-
sures and operating conditions. The lower (up-
per) branch was attained when the mean sam-
ple temperature Tm was higher (lower) than the 
Uboot temperature TU. Values of Nu between 
the two extremes could be attained as well by 
changing Tm – TU, but the data shown corre-
spond reasonably well to the largest and small-
est values that could be reached. It was tenta-
tively concluded that this bistability, or stability 
range, might be due to a “chimney effect” [5]. It 
is unclear why such a small perturbation should 
cause such dramatic changes of the heat trans-
port, by a factor of 1.7 or so at the largest Ra. 
Apparently the system becomes extreme-
ly sensitive to external perturbations at these 
large values of Ra. We therefore investigated a 
closed sample, where the “chimney effect” was 
excluded. The data obtained are shown in fig-
ure 1b as colored symbols. Also shown there, 
for comparison, are the data from figure 1a, but 
these data are now given as black symbols. We 
see that the upper branch is similar to that found 
for the open sample; but the lower branch now 
is much higher; i.e., the dependence of Nu upon 
Tm – TU is much smaller. However, a difference 
between the upper and lower branches prevails. 
Further experiments suggest that the behavior 
may be similar to a phase transition in the pres-
ence of an external field. The upper branch, 
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both for the open and the closed sample, shows 
Nu ~ Ra0.36, which is significantly larger than the 
value near 0.31 obtained from numerous mea-
surements at lower Ra, but a bit smaller than the 
value 0.38 associated with the high-Ra regime 
predicted by Kraichnan [1]. The lower branch, 
on the other hand, is fit well by an effective pow-
er law with ϒeff= 0.318, which is quite consistent 
with effective exponents obtained in numerous 
smaller-Ra measurements. We note with inter-
est that a possible theoretical explanation for 
the existence of different branches of Nu(Ra), 
with values for ϒeff in the range from about 0.14 
to about 0.38, has been given in a recent paper 
by Grossmann and Lohse [6]. We are currently 
constructing an experiment with equal diameter 
and height to test the dependence on aspect ra-
tio.  This experiment will be mounted inside the 

Uboot on a rotating table. Thus it will also allow 
the investigation of the influence of rotation on 
the turbulent heat transport. 
One aim of our investigations is to extend our 
work to the study of moist turbulent convection. 
Currently we are exploring turbulent moist con-
vection at moderate Rayleigh numbers in an as-
pect ratio width/height = 3 convection cell. As 
working fluid we employ a binary gas mixture of 
SF6 and He near the critical pressure and tem-
perature of SF6. We conjecture that SF6 drop-
lets form by homogeneous nucleation below the 
upper cold plate and that above a He rich layer 
accumulates that prevents the condensation of 
SF6 on the cold pate. This effect will, however, 
compete with the enrichment of the heavier SF6 
at the cold top plate due to thermo diffusion and 
only the experiments can test the conjecture.

Figure 1
The reduced Nusselt number Nu/Ra0.3 as a function of the Rayleigh number Ra on a logarithmic scale. The dashed, sol-
id red, and solid black lines correspond to ϒeff=0.308, 0.250, and 0.355. The purple solid line corresponds to ϒeff=0.318. 
(a):Data from the open sample. The various symbols and colors are for data taken at various pressures and operating 
conditions. The data on the upper (lower) branch were obtained at a mean temperature Tm of about 21°C (25°C). (b): 
The data from the open sample are shown again as black symbols. The blue, green, purple, and red symbols are from 
the closed sample. The green and blue data are for Tm ≅ 21°C and are close to the upper branch of the open sample; 
the purple and red data are for Tm ≅ 31°C. They are much higher than the lower branch of the “open” sample but still be-
low the upper branch. The black plusses are data from Ref. [3]. The black stars are from [2] as tabulated in [7]. For this 
data  TU ≅ 24°C.
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I-7 turbulence in atmospheric Flows

a central assuMPtIon in the classical 
Kolmogorov 1941 (K41) theory is the decou-
pling between the large, forcing scales, which 
are flow dependent, and the small, universal 
scales present at “sufficiently large” Reynolds 
numbers. Most laboratory flows are limited to 
moderate Taylor micro-scale Reynolds number 
Rλ≤103 and by carefully designing the turbu-
lence generation mechanisms they try to min-
imize the effect of the large-scale flow on the 
small-scales. Atmospheric flows provide a high 
Reynolds number alternative for the study  of 
the K41 hypothesis, however, with the caveat 
that, at the forcing scales, they depend strongly 
on the environment. Here we report examples 
from our year-long measurement campaign of 
the turbulent boundary layer at the Environmen-
tal Research Station Schneefernerhaus (UFS) 
at an elevation of 2700 m. 
As shown in figure 1, our experimental setup 
consists of five ultrasonic anemometers that 
are arranged to form two nearly regular tetrahe-
dra, on the roof of the Environmental Research 
Station Schneefernerhaus (UFS) near the top 
of Zugspitze, the highest mountain in Germa-
ny. For over a year, sampling synchronously at 
10 Hz these sensors have been measuring the 
three components of the wind velocities and the 
(virtual) temperature. The distances between 
the sensors are approximately 2 m, well with-

in the inertial range of the turbulent flow at UFS.
We first examined the turbulence measured from 
the top sensor only, which is located approxi-
mately 6 m above the roof of UFS. As shown ex-
emplarily in figure 2, the Eulerian velocity struc-
ture functions, measured with Taylor’s frozen 
turbulence hypothesis, demonstrate a well-de-
veloped inertial range. Note that the dissipative 
scales are not resolved due to the size of the 
sensors. We determine the energy dissipation 
rate ε by fitting the structure functions to the in-
ertial range r2/3 scaling. The dissipation rate nor-
malized by the integral scale L and the fluctu-
ating velocity u, Cε= εL/u3, is believed to be a 
constant and has been studied in various flows 
[1-3]. We found that for 1500≤Rλ≤3500, Cε re-
mained constant at approximately 0.5 (see fig-
ure 3a). The value of Cε≈0.5 agrees well with 
recent results from laboratory flows at Rλ≤1200 
[3]. In figure 3, we distinguished winds coming 
from the east to those from the west, which are 
the two dominant wind directions at UFS. The 
difference in topography between the two direc-
tions results in different values of Cε. As a mea-
sure of large-scale anisotropy, we plot in figure 
3b the invariants of the Reynolds stress tensor 
on the so-called “Lumley-triangle” [4]. The flow 
is clearly anisotropic as expected for a bound-
ary layer flow. It is interesting to note that in gen-
eral the flow coming from the east is more iso-

Figure 1
The ultrasonic anemometers 
located at UFS, Zugspitze, Ger-
many. The measurement station 
is approximately 2700 m above 
see level.
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Figure 2
An example of Eulerian velocity structure functions mea-
sured by the top sensor, using Taylor’s frozen flow hy-
pothesis. The measurements consisted of 11 quasi-
steady flow events between September and December 
2010, which were coming from the west ±30 degrees, 
had a mean speed of 7±0.1 m/s and had been steady for 
at least 2 minutes (equivalent to 56 large-eddy sweep-
ing times). The dashed lines are the fitted r2/3 laws, from 
which the energy dissipation rate was determined to be 
6.1x10-3 m2/s3. The Reynolds number of the flow, defined 
as Rλ ≡ (15uL/v)1/2, was 2420.

Figure 3
(a) Normalized energy dissipation rate Cε as a function of Rλ. The circles are for winds coming from the west and the cross-
es are for winds coming from the east. (b) The invariants of the Reynolds stress tensors shown on the “Lumley triangle”. 
Points closer to the origin represent flows more isotropic. As in (a), circles and crosses stand for flows from the west and the 
east, respectively. The symbols are color coded with the Reynolds number Rλ, as shown by the colorbar on the side.

a) b)

tropic than that from the west. Moreover, when 
Rλ increases, the flow from the east shows a 
tendency to become more isotropic, while the 
flow from the west deviates more from isotro-
py. This is most likely due to the influence of the 
building structure and the closer vicinity of the 
mountain on the west side of the measurement 
site. It is worth to point out, however, that the de-
gree of large-scale isotropy of the atmospheric 
flow at UFS is comparable to, and often better 
than, that of the often-used von Kármán swirl-
ing laboratory flow (not shown).
We are now studying the influence of the larger-
scale flows on the inertial ranges by investigat-
ing multi-point Eulerian statistics. This includes 
the statistics of passive scalar fluctuations, which 
are related to the spatial structure of the flow [5, 
6], and the velocity dynamics using the tetrad 
model proposed by Chertkov et al. [7]. This way 
we hope to gain further insights into the gener-
ic features of real world turbulence and to bet-
ter understand how theoretical models, simula-
tions and findings from laboratory experiments 
can be applied to flows found in the “real” world.

[1] K. R. Sreenivasan, Phys. Fluids 10, 528 (1998) 
[2] B. R. Pearson, P.-Å. Krogstad, and W. van de Water, Phys. Fluids 14, 1288 (2002) 
[3] P. Burattini, P. Lavoie, and R. A. Antonia, Phys. Fluids 17, 098103 (2005)
[4] J. L. Lumley and G. R. Newman, J. Fluid Mech. 82, 161 (1977)
[5] L. Mydlarski, et al., Phys. Rev. Lett. 81, 4373 (1998)
[6] Z. Warhaft, Annu. Rev. Fluid Mech. 32, 203 (2000)
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I-8 rain in a test tube

FrontIers Far FroM eQuIlIbrIuM – statIstIcal PhysIcs oF stronGly drIVen systeMs

In nature and technology one commonly en-
counters situations where a mixture is subject-
ed to a slow temperature change, which drives 
it deeper into the phase-coexistence region. The 
(equilibrium) thermodynamic response to such a 
driving is a mass exchange between the phases. 
For a binary mixture the hydrodynamic transport 
equations describing such a flow [1] have been 
formulated in terms of the ratio φ(x,t) = ϕ(x,t) / 
ϕ0(T(t)) of the local concentration ϕ(x,t) and its ex-
pected equilibrium value  ϕ0(T(t)) for the tempera-
ture T(t). The normalized density evolves accord-
ing to the well-established advection diffusion 
equation, except that this equation is augmented 
now by a source term which takes the form of an 
exponential decay of the normalized density away 
from its equilibrium values ±1. The decay rate ξ is 
a function of the peculiarities of the temperature 
protocol the system is subjected to. In tailored lab-
oratory experiments care may be taken however 
to fix ξ to an almost constant value [2, 3]. 
For ξ ≤ (√3-1)2 D/Λ2 a system with equilibrium 
diffusion coefficient D and relevant spatial scale 
Λ for diffusive transport can follow a spatially 
uniform change of temperature by setting up 
a steady-state diffusion current. For laborato-
ry systems there only is some little convection 
as long as the inequality holds even when Λ 
amounts to the system size. For larger values 

of ξ the system becomes unstable with respect 
to the nucleation of new droplets [4].
For mixtures of methanol and hexane filled into 
a test tube the critical heating rate turns out to 
be about one Kelvin per hour [4]. Experimen-
tal systems heated with slightly larger heating 
rates go through repeated cycles of droplet nu-
cleation, coarsening and precipitation, with typ-
ical periods of the order of an hour [3]. This find-
ing might be of considerable relevance for the 
microphysics of clouds since the values of ξ en-
countered in thunderstorm clouds appear to be 
very similar to the ones used in the laboratory 
experiments, and since the time scales for the 
growth of small (cloud) droplets to large (rain) 
droplets appear to be very similar to typical os-
cillation periods in the laboratory experiments, 
too.
A key observation to strengthen this relation is 
that the time scales are hardly affected by the 
flow [3]. To clarify the role of the convection 
strength on the demixing dynamics, we adopted 
a reactive flow approach [5]. To this end we fol-
low (numerically and based on working our rate 
equations) the evolution of the composition field 
in the framework of an advection-reaction-diffu-
sion model with superimposed nucleation and 
coagulation of droplets. In agreement with the 
experimental findings, the model shows an oscil-

Figure 1
(a) Snapshots of the composition field at t=2 (a) and t =40 (b) for ξ = 0.01 and A = 0.8. The simulation has been started 
with no droplets and a supersaturation close to the spinodal composition. (c) Oscillations of the droplet density for ξ = 
0.01 and different flow rates: A=0.8 (blue line), A=2.4 (red line), and A=6.4 (green line).
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latory variation of the composition field (figure 1a 
and b) in which no spatial structures are found. 
Moreover, the model also shows that the fea-
tures of the macroscopic flow do not have signif-
icant effects on the frequency of the oscillations 
(figure 1c), excluding hydrodynamic instabilities 
as the possible origin of the oscillations. Current-
ly we use this framework to explore the influence 
of the concentration diffusivity on shape and ξ 
dependence of the oscillations. Further process-
es will be added one at a time.
To gain insight into the dominant processes in 
the experiments we follow the demixing of iso-
butoxyethanol and water with high-resolution 

imaging [6] that admits to resolve the motion of 
individual droplets (figure 2a). This mixture is 
amenable to high precision experiments since 
it has a lower miscibility gap with a critical tem-
perature slightly above room temperature, and 
since droplets can be marked by fluorescent 
dye. We observe a very broad size distribution of 
droplets (figure 2b) where the smallest droplets 
can be regarded as tracer particles for the flow 
and the largest show a constant Stokes sedi-
mentation velocity according to their respective 
size. Particle tracking based on a tailor made 
code, allows us to simultaneously resolve drop-
let size as well as droplet and flow velocities.

[1] M.E. Cates, J. Vollmer, A. Wagner, D. Vollmer, Phil. Trans. 
Roy. Soc. (Lond.) Ser. A 361, 793-807 (2003)

[2] G.K. Auernhammer, D. Vollmer, J. Vollmer, J. Chem. Phys. 
123, 134511 ()

[3] J. Vollmer, G.K. Auernhammer, D. Vollmer, Phys. Rev. Lett. 
98, 115701 (2007)

[4] J. Vollmer, J. Chem. Phys. 129, 164502 (2008)
[5] I.J. Benczik, J. Vollmer, EPL 91, 36003 (2010)
[6] M. Rohloff, T. Lapp, J. Vollmer, B. Hof: “Particle tracking for 

polydisperse sedimenting droplets“ (in preparation)

Figure 2
(a) Snapshot of a picture with iso-butoxyethanol droplets in a mixture of iso-butoxyethanol and water. The arrows corre-
spond to the flow field, the red circles mark the droplets found in the image and the green circles their position and radius 
in the next image. (b) Size distribution of the droplets for a mixture subjected to a temperature ramp with ξ = 1.05 x 10-5s-1. 
The droplet number density per radius, in units μm-4, is color coded on a decadic logarithmic scale as indicated to the right 
of the figure. 

a) b)
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I-9 Phase transitions in driven Granular systems 

collectIVe PhenoMena in systems con-
sisting of a large number of coupled similar sub-
systems are at the same time ubiquitous and of 
great fundamental interest. In the realm of ther-
mal equilibrium, these phenomena are compre-
hensively described by the theory of phase tran-
sitions and critical phenomena. Of particular 
importance, however, are systems far from ther-
mal equilibrium, such as social systems, biologi-
cal tissue, or large computer networks, which are 
not covered by these concepts. Granular matter, 
which breaks detailed balance at the microscop-
ic scale, provides a well accessible model system 
to study collective phenomena in strongly driven 
systems. External driving is necessary to balance 
the energy which is lost into the atomic degrees of 
freedom. The fact that phenomena very similar to 
equilibrium phase transitions (such as melting or 
liquid-gas coexistence, cf. figure 1) are observed 
in driven granular systems suggests to system-
atically compare these effects to their equilibri-
um counterparts, in order to obtain deeper insight 
into possible common aspects of systems far from 
thermal equilibrium. We investigate phase transi-
tions and critical phenomena in dry and wet gran-
ular matter by means of experiments, simulations, 
and by analytic theory. 
We concentrate on simplified granulates which 
consist of spherical grains of approximately 

equal size. In experiments, we use sub-millimet-
ric glass spheres, while in simulations the grains 
are assumed to be perfect spheres, with rotation-
al degrees of freedom neglected. It turned out that 
these simple model systems account very well for 
the complex behavior of dry and even wet granu-
lar matter [1-3]. For the wet case, we use a simple 
capillary force model, the main feature of which is 
the hysteretic nature of the force. This results in the 
loss of a well defined amount of energy at each im-
pact, as opposed to dry granulates, where each im-
pact is associated with the loss of a certain percent-
age of it. We could show that this simple capillary 
model, which assumes a two-body force only, cor-
rectly describes the physics even at a liquid content 
where most of the capillary bridges have already 
merged to form larger of liquid clusters. This amaz-
ing result can be understood by some simple geo-
metric arguments, and turns out to be applicable 
even to non-spherical grains [4, 5]. Furthermore, 
we found that the particular form of the two-body 
force is of minor relevance. For the location of the 
liquid-gas phase boundaries, for instance, only the 
amount of energy lost at each impact and the finite 
rupture distance of the capillary bridges is relevant 
[6-8]. In particular, we can use a hysteretic interac-
tion ‘potential’ of triangular shape (corresponding 
to a piecewise constant force) as well as of rect-
angular shape (figure 2  ).  The latter corresponds to 
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Figure 1
(a) Top view of a closed Petri dish containing glass beads (bright dots) wetted by water, under vertical agitation. (b) Same as (a), but col-
ored according to the granular temperature as determined by optical time correlation. (c) Event-driven simulation of the experiment with a 
minimal capillary model. (d) Same as (c), after the ‘bubble’ has reached the boundary, and rearranged to minimize the fluid/gas interface. 
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Figure 3
The various systems under study may be depicted in a plane 
spanned by the cohesiveness and the  dissipation of the particle 
interactions. A van der Waals gas is cohesive, but conservative, 
while a dry granulate has dissipation, (restitution coefficient less 
than unity) but no cohesion. Wet granulates, which dwell in the 
plane, can serve to interpolate between both extremes and to pin 
down peculiarities of non-equilibrium systems.

Figure 2
Left panel: the phase diagram for wet granular matter under vertical excitation, as revealed by dynamical simulations 
with two strongly different hysteretic interaction potentials (insets). Clearly, the shape of the potential is almost irrele-
vant for the location of the phase boundaries. Right panel: the phase diagram for fluid-gas coexistence in a dry granu-
late under vertical agitation. A spinodal and a binodal line, as well as a critical point are clearly observed. 
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forces occurring only on a set of zero measure on 
the time axis. It thereby enables event-driven sim-
ulation, which speeds up computation enormous-
ly. We successfully applied this model to several 
settings, including the yielding of wet granular piles 
under shear [9-11]. 
The wide range of validity of the two-body force 
model and thus its adequacy to describe experi-
mental results suggests to use these systems to 
investigate the impact of microscopic non-equilib-
rium on phase transitions in general. As a para-
digm, we consider liquid-gas coexistence, which 
we found in both wet and dry granular matter, and 
which is known as well from usual van der Waals 

gases. Our general method is now to use simula-
tions for investigating quantitatively several phys-
ical aspects of phase transitions in cohesive and 
dissipative systems. These simulations are vali-
dated wherever possible by experiments. We 
thereby interpolate smoothly between systems 
far from equilibrium and systems arbitrarily close 
to equilibrium. We investigate the change of criti-
cal exponents, entropy production, interfacial ten-
sion etc. as we traverse the plane spanned by co-
hesiveness and dissipation (figure 3). The goal is 
to pin down which concepts from equilibrium sta-
tistical physics carry over to systems far from equi-
librium, and which do not. 
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I-10 ergodic theory of Granular Fluids

the dynaMIcs of granular materials is out of 
equilibrium on a very fundamental level because 
the interaction between granular particles is gov-
erned by dissipative contact forces. As a con-
sequence closed systems undergo free cooling 
[1]. Only open systems, where energy is inject-
ed, e.g. by tapping or shearing, can approach 
non-trivial steady states (e.g. [2]) where dissipa-
tion and energy input balance. In these out-of-
equilibrium systems the inelastic and hysteretic 
particle interactions break time-reversal symme-
try, and resulting correlations between velocities 
of near-by particles break the molecular chaos 
assumption. Consequently, the established the-
oretical framework to derive ensembles, ther-
modynamic relations, kinetic theory and hydro-
dynamic transport equations do not apply. 
In spite of these fundamental differences to 
equilibrium systems, there are granular steady 
states closely reminiscent to solid, liquid and 
gas phases, and there even is phase coexis-
tence with a well-defined surface tension. On 
the other hand, there is no equipartition. Conse-
quently the rules to determine coexisting phas-
es strongly differ from equilibrium systems. To 
explore the similarities and differences we study 
a hierarchy of model systems with increasing 
complexity which set the ground for an ergodic 
theory of granular matter.
The hysteretic interaction of the thin-thread 
model combines features of Hamiltonian and 
dissipative systems. Since the same amount 
of energy is lost in each collision, an ensemble 
of particles started with the same energy will 
remain an iso-energy ensemble when time is 
measured in terms of the number of collisions. 
To explore details of the resulting phase space 
structure we focus on two grains in a box with 
periodic boundary conditions [3].
We find that the phase-space volume shrinks 
due to folds emerging in regions where one can-

not decide whether a trajectory scarcely miss-
es a disk or preforms a collision followed by a 
deflection due to breaking a capillary bridge 
formed after the collision (figure 1a). The fold-
ing gives rise to a filigrane fractal structure in 
the phase-space distribution. From the point 
of view of working averages for observables 
(which vary smoothly over phase space), it is 
sufficient to consider the coarse grained steady 
state density. As an example we predict the free 
cooling of this gas – cf figure 1b. 
It is not at all obvious whether clustering still oc-
curs when energy is injected into the granular 
gas represented by the Sinai billiard. In partic-
ular for sheared systems there are always re-
gions in phase space where energy dissipa-
tion by far exceeds the energy injection such 
that the clustered state can be reached in a fi-
nite time. From this perspective clustering in the 
sheared granular gas amounts to an interesting 
example of transient chaos where the system 
is expected to settle into the absorbing state. 
Lees-Edwards boundary conditions provide a 
conceptually simple means to provide an ener-
gy flux mimicking shear flow. They provided us 
with a setting to explore under what conditions 
non-trivial, fluid-like steady states occur. 
In numerical simulations we observe asymptot-
ic states where the average energy grows lin-
early in time (figure 2a), and the energy distri-
butions take a close to exponential form (figure 
2b). For such a distribution the standard devia-
tion agrees with the mean, such that there al-
ways is a finite flux into the clustered state. The 
clustering rate can be calculated based on a 
stochastic representation of the dynamics (fig-
ure 2c). We find that it decays only algebraical-
ly in time, and that for sufficiently high driving 
there can be a finite probability that the gas 
does not cluster at all. Present work focuses on 
generalizing this result to systems with inelas-
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tic collisions and to explore the role of ring col-
lisions in dense systems.
In order to pin down the consequences of the loss 
of equipartition in granular gases we consider the 
motion of a wedge-shaped Brownian particle. 
When such a particle is immersed at rest into 
a gas, it will move with a preferred direction 
until equipartition is reached. At that point the 
ensemble average over the realizations of the 
Brownian motion will result in a finite displace-
ment R from the starting point. In the subse-
quent equilibrium steady state, the ensemble 
average of the position remains at the constant 
position R while the variance of the distribution 
grows linearly in time [4]. When immersed into 
a granular gas where the collisions between the 
wedge and the gas particles are inelastic the sit-
uation is dramatically different [5]. Rather than 
approaching to a state with a zero drift velocity, 
the systems approaches a steady state with a 
finite average drift. 
We generalized the analysis of [5] to cases 
where the velocity distribution of the granular 

Figure 1
(a) The pre-collision density (“simulation”) and the expected 2 to 1-regions (“theory”) match perfectly. Depending on the 
angle the stripe pattern can be assigned to the geometrical structure. To additionally check whether the origin of the first 
order stripe pattern lies in the geometric arrangement of scatters the radius was chosen large enough to block the diag-
onal channels (red dotted line). (b) The probability P(E) that a system started with an initial energy 17 times larger than 
the energy required and other arbitrary initial condition has not clustered after preforming n collisions. Simulation data 
and analytical prediction fit perfectly. As shown in the inset, clustering is expected to first arise after 12 collisions.

a) b)

particles is no longer Maxwellian, i.e. beyond 
the dilute gas limit, and to situations where the 
isotropy of the velocity distribution is broken. 
The latter is expected to arise in granular gas-
es subjected to gravity that are kept in the flu-
id state by shaking the bottom plate of the con-
tainer.
As a minimal model, we have considered a 
squeezed-Gaussian velocity distribution in two 
dimensions. The squeezing factor, α, repre-
sents the factor with which the x coordinate of 
the Gaussian is squeezed compared to the y 
coordinate.
In contrast the effect of varying the restitution 
coefficient r, even a slight variation of the anisot-
ropy α results in dramatically larger changes of 
the drift velocity (figure 3a). Moreover, non-triv-
ial α result in much larger drift velocities; even a 
reversal of the movement is possible for α<αc<1. 
Consequently, for granular Brownian motors, 
the effect of anisotropy is far more pronounced 
than those caused by inelastic collisions be-
tween wedge and particles.
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Figure 2
(a) The ensemble average of the system energy <E> does not relax to a steady-state value. Two regimes in which 
<E> is a linear function of the number of collisions n are identified. Initially it is <E> ~ s2/2 – 1, i.e. there is critical shear 
speed s0

c so that <E> decreases for s < s0
c and increases for s > s0

c. For larger n, <E> grows even for s < s0
c. The re-

sults are independent of the initial energy. (b) For large times the rescaled energy x := E/<E> follows an exponen-
tial distribution up to small deviations for small x. (c) Implementation of the sheared billiard in terms of a flow diagram, 
where “LE boundary” denotes crossing of a Lees-Edwards boundary, and “simple boundary” a crossing of the remain-
ing two simple periodic boundaries. Crossing of boundaries can be followed by another crossing of a boundary or a 
collisions. The latter either leads to the clustered state, or a capillary bridge is ruptured, and subsequently a boundary 
must be crossed.

Furthermore, we have found that wedges with 
wedge angle approximately 0.356 π move fast-
est for highly anisotropic gas velocities (figure 
3b). Hence, determining the α-dependence of 
the drift velocity constitutes a relatively easy 
means to probe the anisotropy of a granular 
gas. The experiments to probe this prediction 
are under way.
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Figure 3
(a) Drift velocity of Brownian motor against different anisotropy factors α and restitution coefficients r. α was varied be-
tween 0.977 and 1.023, whereas r was varied between 0 and 1. The effect of anisotropy α clearly dominates the one of 
inelastic collisions. (b) Drift velocity of Brownian motor against different wedge angles for a range of anisotropies, 1.01< 
α <128.83. This optimal wedge angle approaches 0.356 π for large anisotropies.

a) b)
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I-11 Packing non-spherical objects

the JoKe oF physicist treating any object in a 
first approximation as a sphere has even found 
its way into popular culture as evidenced by the 
spherical chicken joke in the American TV se-
ries The Big Bang Theory [1]. This approach is 
also tremendously popular in the field of gran-
ular physics, but most granular materials like 
sand, snow, salt or sugar are not comprised of 
spherical particles. Only recently, researchers 
have started to look into packings made from el-
lipsoids or tetrahedra and how their physics dif-
fers from sphere packings. One particular ques-
tion, which has attracted quite some attention 
[2], was the quest for the densest possible pack-
ing of tetrahedra. In the last five years several 
numerically working groups have increased this 
upper bound from 72 to 85.6 percent volume 
fraction, discovering interesting structures like 
quasi crystals [3] on their way.
Our approach is more based on statistical me-
chanics: what is the probability of obtaining a 
certain volume fraction? Using the poly-propyl-
ene particles shown in figure 1 a) we find that 
typical experimental protocols like pouring and 

tapping will reproducibly result in packings with 
volume fractions between 44 and 64 percent. 
This doesn’t contradict the significantly dens-
er numerical results found above; it just shows 
that those configurations found after millions of 
Monte-Carlo moves under high pressure have 
almost zero configurational entropy.
To get deeper insight in the way tetrahedra pack, 
we look inside the packing using our inhouse X-
ray tomography. A typical scan is shown in fig-
ure 1 b). The subsequent image processing is 
considerably more complicated than for sphere 
packings: every tetrahedron has not only its 
center of mass coordinates but also an angular 
orientation. Additionally, face to face contacts 
complicate the separation of the raw data into 
individual particles. These problems have now  
been solved by developing new algorithms for 
pattern matching; the code has been written in 
a way to make it easy to adapt it to other platon-
ic shapes. Figure 2 a) shows as an example of 
our first results the radial distribution functions 
which exhibits only weak signs of long range 
order.

Figure 1
Packing of frictional tetrahedra. a) The tetrahedra are pro-
duced by injection molding of poly-propylene and have an 
edge length of 7 mm. b) X-ray tomography is used to de-
termine the position and orientation of each tetrahedron in 
a packing of approximately 10000 tetrahedra.

a)

b)
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Figure 2
Analysis of the packing geometry. a) Radial distribution function for different packing densities. The first peak corre-
sponds to face to face contacts between tetrahedra. b) Probability distribution of the angle between the normal vectors 
on the faces of particles at contact. The peak at 180 degree corresponds to face to face contacts between the blue and 
the red tetrahedron. The second peak at 109.5 degree is created by edge to edge and edge to face contacts where the 
purple tetrahedron acts as an angular spacer.

[1] http://en.wikipedia.org/wiki/Sphericalcow
[2] Kenneth Chang, The New York Times, 4. January 2010, 

http://www.nytimes.com/2010/01/05/science/05tetr.html
[3] Haji-Akbari et al., Nature 462, 773 (2009)
[4] Jaoshvili et al., Phys. Rev. Lett. 104, 185501 (2010)

The first scientific question we have started ad-
dressing is the nature of the finite pressure, 
zero shear jamming transition. In previous ex-
perimental work on tetrahedral dice [4] a single 
packing fraction was studied and found to be 
isostatic (the number of mechanical constraints 
given by the contacts matches the numbers of 
degrees of freedom of the particles); provided 
the particles were considered to be frictionless. 

We are still in the process of analyzing our data, 
but the first results clearly disagree with [4]: both 
number and type (see figure 2 b) of contacts de-
pend strongly on the packing fraction and taking 
into account the frictional nature of the particles 
the packing seem to be hyperstatic. It remains 
to be seen if for tetrahedra the onset of mechan-
ical rigidity is indeed linked to the contact num-
ber as predicted by the Jamming paradigm.

b)a)
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I-12 noisy traveling Waves

the WaVe-lIKe spread of discrete entities 
pervades our everyday life. For example, the 
spread of ions, pathogens and beneficial muta-
tions control the human heart beat, the yearly 
threat of influenza and evolutionary progress [1]. 
A thorough understanding of how these waves 
form and spread has numerous applications 
ranging from the control of chemical reactions 
[2, 3] to the prediction of epidemic outbreaks 
[4, 5]. Great research effort has therefore been 
made on the question of how traveling waves 
emerge in complex systems from the multiplicity 
of relatively simple interactions, in particular the 
random dispersal of particles and reactions be-
tween particles. To simplify the analysis, most 
theoretical studies have been neglecting num-
ber fluctuations, which are inevitable in systems 
of discrete particles. However, when stochastic 
simulations became feasible, it was found that 
those previously ignored fluctuations can have 
a strong impact on the dynamics of waves [6, 
7]. Simple models of biological evolution and 
of population expansions featured as the prime 
example for this drastic sensitivity on noise be-
cause they are dominated by the few most fit 
individuals in a population. As a consequence, 
number fluctuations represent a singular per-
turbation of the deterministic problem. With the 
added difficulty of particle discreteness, the 
analysis of traveling waves became one of the 
important challenges of statistical physics and 
mathematical biology that mostly defied sys-
tematic analytical techniques.
Earlier studies on stochastic reaction diffusion 
systems have mainly focussed on the singular 
limit of small stochastic fluctuations. In the first 
project below, we investigate traveling waves 
in the opposite limit when number fluctuations 
dominate. In a second project, we show that 
number fluctuations can also drive traveling 
waves, which is in contrast to the current para-
digm of noise acting as an effective “drag“ force. 

In the third and most important project, we show 
that there is an exact way to introduce finite par-
ticle numbers in reaction diffusion systems, in 
which the only non-linearity is due to the con-
servation of population size. This approach, 
which allows quite generally to analyze number 
fluctuations in reaction diffusion systems, is il-
lustrated using the example of simple models of 
asexual adaptation. The relevance of our work 
is underscored by a commentary article written 
by D. S. Fisher that accompanied our paper in 
the PNAS [8, 9].

Fisher waves in the strong noise limit
Our current understanding of traveling waves in 
reaction diffusion systems is shaped by studies 
of traveling waves when fluctuations are absent 
or weak. The opposite limit of strong fluctuations 
or noise is relatively unexplored, yet arguably of 
equal importance. Not only does it occur natu-
rally, when the driving forces of traveling waves 
are weak; it also unravels fundamentally differ-
ent and often counterintuitive aspects of traveling 
waves. Our recent study [10] of the strong noise 
limit focused on two intimately related questions 
of how fast traveling waves move and what their 
shape is. Our findings are in stark contrast to the 
commonly used deterministic and weak-noise 
approximations. The velocity of a broad class of 
traveling waves (Fisher-Kolmogorov waves [1]) 
in one and two spatial dimensions was shown to 
exhibit a linear and a square-root dependence of 
the speed on the particle density. Furthermore, 
instead of smooth sigmoidal wave profiles, we 
observe fronts composed of a few rugged kinks 
that diffuse, annihilate, and rarely branch; this dy-
namics is shown to lead to power-law tails in the 
distribution of the front sizes [10].

noise driven evolutionary waves
Mutations that increase an organism’s fitness 
are the fuel for biological evolution. When such 
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beneficial mutations enter a spatially extend-
ed population, they spread through the popula-
tion in a “wave of advance”, first described by R. 
Fisher and A. Kolmogorov [1]. The force driving 
these traveling waves is Darwinian selection, 
which favors individuals with higher fitness. In 
Ref. [11], we have described a new type of trav-
eling mutant wave that is driven by non-selec-
tive forces instead – namely by random genetic 
drift, which refers to the randomness in the re-
production process, see figure 1. These noise-
driven waves promote the economical use of 
a limited resource because they occur when-
ever a mutation increases the growth yield, 
which refers to the biomass produced per unit 
of resource. Since a change in growth yield and 
growth rate often occur together and with oppo-
site signs, we argue that both types of mecha-
nisms will jointly decide over the fate of a novel 
mutation. We predict that the population evolves 
towards an evolutionary optimal carrying capac-
ity, at which selective and non-selective forces 
just balance. The simplicity of our model, which 
lacks any complex interactions between individ-
uals, suggests that noise-induced pattern for-
mation may arise in many complex biological 
systems including evolution.

the noisy edge of traveling waves
Simple models of evolution [6, 12] provide spec-
tacular examples of noisy traveling waves be-
cause of their drastic sensitivity to rare fluctu-
ations in the wave tip. As illustrated in figure 2 
(left), these waves describe the continual in-
crease of growth rate, also called fitness, due 
to spontaneous mutations in a finite popula-
tion. The wave speed, which is a measure for 
how quickly populations adapt, increases with-
out bound if number fluctuations are neglected 
[6]. To reproduce a steady state with constant 
wave speed observed in stochastic simulations, 
any analysis has to incorporate number fluctua-
tions, at least heuristically by introducing an ad 
hoc “cutoff” in the noisy tip of the wave [6]. The 
relationship between traveling speed and popu-
lation size has been investigated extensively in 

the recent literature [13], with some controver-
sy regarding the universal behavior, in order to 
interpret growth rate measurements in microbi-
al evolution experiments.
A closer look at the models underlying these 
fitness waves reveals their characteristic struc-
ture: reproduction of individuals is implement-
ed by a standard branching process. That is 
individuals replicate according to their current 
growth rate, see figure 2. The growth rate, on 
the other hand, is subject to small variations 
due to random mutations, which are modeled 
through a random walk, for instance by stan-
dard diffusion [6]. In addition, all evolution mod-
els contain a nonlinearity that limits the total 
population size. This accounts for the fact that 
natural populations must stay finite due to re-
source limitations. 
Our recent study [8, 9] published in PNAS es-
tablishes a natural generalization of the above 
models. Instead of enforcing a fixed population 
size, we allow for a whole class of constraints. 
Analyzing the behavior of evolution models (in 
fact any kind of branching random walk) under 
the set of all possible constraints, we find that 
a unique constraint exists for which evolution 
models are exactly solvable. It turns out that 
these solvable models allow for accurate pre-
dictions of how quickly populations adapt as a 
function of population size and mutation rates, 
see figure 2 (right). Our study thus provides the 
first rigorous approach to noisy traveling waves. 
More generally, our method is shown to apply to 
a broad class of models, in which number fluc-
tuations are generated by branching process-
es. Due to this versatility, the method of model 
tuning may serve as a promising route towards 
unraveling emergent properties of complex dis-
crete particle systems.
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Figure 1
Noise can drive traveling waves. A computer model is used to simulate the competition for a common resource between two 
species, mutants (blue) and wild type (green). Mutants are assumed to use resources more economically than the wild-type. 
As a consequence, higher population densities can be sustained in the mutant regions. Yet, mutants are unable to invade the 
wild-type population unless the randomness in the reproduction process (genetic drift) is implemented in the computer model. 
a) The spatially extended population is represented by a linear array of local populations, called demes. Individuals migrate be-
tween neighboring demes at a rate D per generation. The population size of the demes ranges from K for demes that are oc-
cupied by wild-type only to K (1 + ε) for mutant only demes. Due to the diffusive mixing of both types, the transition from MT to 
WT occurs in general over more than one deme. b) For very low migration rates, demes are either fixed for the wild-type (WT) 
or the mutant type (MT), and the transition between both regions is step-like. c) Representative results of stochastic (left) and 
deterministic (right) simulations with parameters K = 30, D = 0.05 and ε = 0.1. Horizontal and vertical axes represent space and 
time, respectively. The color shading intermediate between blue (100% mutants) and green (100% wild-type) indicates the mix-
ture between both types at a given deme. Note that i) mutants invade the wild-type population only in the stochastic simula-
tions, ii) the transition region between mutants and wild type remains stable in the stochastic case but gradually blurs in the de-
terministic simulations.

research
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Figure 2
Left: A paradigmatic example for noisy traveling waves are “fitness” waves arising in simple models of evolution. The 
colored particles represent individuals with characteristic growth rates, or fitnesses (horizontal axis). Individuals can 
mutate, replicate (“birth”) and be eliminated from the gene pool (“death”), as illustrated. These simple dynamical rules 
give rise to a distribution of growth rates resembling a bell-like curve at steady state, which propagates towards high-
er growth rates like a solitary wave. The random fluctuations in the tails of the wave have precluded any rigorous anal-
ysis in the past. Right: The relation between the scaled speed, vD-2/3, and the scaled population size ND1/3 as obtained 
numerically for an exactly solvable “tuned” model (black line) and from stochastic simulations of a corresponding evo-
lution model with a rigid population size constraint [6] (red points). Here, D is a measure of mutation rates and N rep-
resents the total population size. The speed of adaptation v is the average increase of growth rate per generation. No-
tice that both curves approach each other in the limit of large and small N. The data are consistent with the asymptotic 
scaling v ∼ ln1/3 N (see inset) and v ∼ N for large and small population sizes, respectively. 
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I-13 building blocks of turbulence

althouGh turbulence is relevant to a 
multitude of processes throughout nature our 
conceptual understanding of this phenomenon 
is very limited. The equations describing fluid 
motion, the Navier Stokes equations, have been 
known for a long time. However, for the vast ma-
jority of situations we are unable to solve these 
equations analytically. The problem stems from 
the nonlinear nature of these partial differential 
equations and as common for nonlinear sys-
tems, at large amplitudes the dynamics are ex-
tremely complex and chaotic. Most studies of 
turbulence attempt a statistical description of 
the dynamics at very large Reynolds numbers 
(Re). Our approach is different: we attempt to 
obtain a more fundamental understanding of 
the structures underlying turbulence in param-
eter regimes where turbulence first occurs. Our 
expectation is that here the dynamics are less 
complex and possibly sufficiently low dimen-
sional to be able to identify the structures (un-
stable solutions) underpinning the turbulent dy-
namics. The main focus here is on elucidating 
the temporal complexity of turbulence in pipe 
flow at low Re. 
In recent years based on ideas from nonlin-
ear dynamics theory some new concepts have 
been suggested which could provide guidance 
[1]. Here it has been proposed that the turbulent 
state evolves around unstable solutions of the 
governing equations which arise already at fair-
ly low Reynolds numbers. Due to their instabil-
ity, individual solutions can not persist in prac-
tical flows and if at all can only be expected to 
show up transiently. In analogy to other chaotic 
systems such unstable states can form a com-
plex entity [1] (i.e., a turbulent repeller) through 
further bifurcations and entanglement, which 
gives rise to chaotic motion. Indeed such unsta-
ble solutions have been found numerically for a 
variety of flows including that of a fluid down a 

straight pipe [1] (see figure 1 bottom row). Our 
earlier experiments [2] (figure 1 top row) have 
given a first indication that these unstable states 
can be observed transiently in a turbulent flow 
and therefore they are indeed relevant to fluid 
turbulence. The formation of a chaotic repeller 
is also supported by our observation that the 
decay of spots of turbulence is a memoryless 
process [3, 4]. Such behavior is well known from 
lower dimensional systems where chaotic dy-
namics are observed for very long times until 
the system suddenly escapes to a local attrac-
tor in a different part of the phase space (here 
the laminar flow).

edge states in decaying turbulence
In this project we focus on decaying turbu-
lence testing if in fading turbulence clearer vis-
its to unstable solutions occur. The investiga-
tion is limited to low Reynolds numbers (here 
Re=1900). Indeed we observe that approxi-
mately 20 diameters downstream from where 
the decay sets in, flow fields frequently show a 
simple one fold symmetry (see figure 2 top row) 
with two high speed streaks close to the wall 
separated by one low speed region and corre-
sponding streamwise vortices inbetween. This 
structure is reminiscent of a particular state that 
has been identified recently in numerical simu-
lations of pipe flow, the so called ‘edge state’ 
[5]. The important feature of this state is that it 
separates initial conditions that become turbu-
lent form those which go directly to the laminar 
state. As it marks the border between the lami-
nar and turbulent flows it is plausible that it may 
play an important role during the transition to 
and from turbulence. The ‘edge state’ itself is 
chaotic and it has been shown that imbedded in 
it is an unstable travelling wave solution which 
has the same symmetry features (i.e. asymmet-
ric with two high and one low speed streaks). 
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In figure 2 we show that the symmetry as well 
as the dynamics observed in  experiments (top 
row) closely match those of the edge state ob-
served in numerical simulations computed at 
the same Re (lower row figure 2). In order to 
probe if the experimental observations indeed 
correspond to the edge state the experimental 
velocity field was used as the initial condition 
for a Newton-Raphson algorithm. Applying this 
method the velocity field was found to directly 
converge to the asymmetric travelling wave im-
bedded in the edge state confirming, that the 
experimental flow was indeed in the close vi-
cinity of the edge [6]. As a final test we simulta-
neously measured velocity fields at two down-
stream locations which enabled us to determine 
the advection speed of the experimental struc-
tures. The velocity of the asymmetric state in 
the experiment (i.e. figure 2 top row) was found 
to be identical to that of the numerical edge 
state (U=1.46 in both cases) and also very close 
to the phase velocity of the asymmetric travel-
ling wave of the same wavelength (U=1.53). 
Hence we could for the first time quantitative-
ly link structures observed in (decaying) turbu-

lence in an experiment to an exact (numerical) 
solution of the Navier Stokes equation. Also this 
is the first observation of the edge state in an 
experiment, providing evidence for its relevance 
to the transition process.

Quest for unstable periodic orbits
While in pipe flow so far a large number of un-
stable travelling waves solutions (i.e. equilibria) 
have been identified, only very few periodic or-
bits have been found. Unstable periodic orbits 
are however of particular importance in chaot-
ic systems as they provide the skeleton under-
pinning the chaotic/turbulent dynamics [7]. A 
particular difficulty in pipe flow (in contrast to 
plane Couette flow) is the non-zero mean ve-
locity which results in a downstream propaga-
tion of the exact coherent states. In a frame of 
reference moving at the correct phase veloci-
ty a travelling wave reduces to an equilibrium 
solution. As all travelling waves (and all rela-
tive periodic orbits) travel at different phase 
speeds there is no simple choice for a refer-
ence frame. This problem can be resolved by 
applying a so called ‘slicing technique’ [8] that 

Figure 1
Cross sectional view of velocity fields in a pipe. High/low 
streamwise velocities are shown in red/blue (the laminar para-
bolic velocity field has been subtracted). Top row: Experimen-
tal observations of travelling wave transients in a turbulent flow. 
Bottom row: Numerical calculations of exact unstable travelling 
wave solutions (from [2]).

Figure 2
Comparison between decaying turbulence in the experiment 
(top row) and a direct numerical simulation of the edge state 
(bottom row), both at Re=1900. Each row displays three instanc-
es of a quasiperiodic cycle (spaced by π/3 D in both cases). Co-
lour levels show the out of plane velocity field relative to the Ha-
gen Poiseuille profile. Identical colour levels are chosen for 
experiments and simulations (dark blue corresponding to -0.7 
Umean and dark red to 0.7 Umean). In plane velocities are indicat-
ed by arrows.
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maps all the structures to a common reference 
frame and allows to reconstruct a phase space 
where travelling waves occur as equilibria and 
relative periodic orbits as cycles. Starting from 
known travelling wave solutions as initial con-
ditions such a reconstruction allows educated 
guesses for potential locations of periodic or-
bits. Applying these methods has recently lead 
to the discovery of several orbits (see figure 3) 
which are embedded in the vicinity of the turbu-
lent dynamics. 
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Figure 3
Phase space projection local to a Travelling Wave (TW) at (0,0), the two projection axes correspond to the eigenvec-
tors associated  to the leading eigenvalues of the TW. The projection is generated after applying the slicing algorithm 
so that Travelling waves appear as fixed points (solid circles). Lines correspond to trajectories starting at different trav-
elling waves, whereas the lines with crosses correspond to relative perioidic orbits found with Netwon-Krylov methods. 
(Courtesy of Dr A.P. Willis).
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I-14 the origin of species from the Primordial soup 

What is the impact of horizontal gene  
transfer?
Since Darwin’s seminal work On the Origin of 
Species [1] in 1859 it is commonly believed 
that the evolution of species may be repre-
sented by a ‘tree of life’: in this picture, all of to-
day’s species are connected by lineage split-
tings that occurred at past times, until, at the 
beginning of evolution, all branches converge 
to one least common ancestor. However, this 
view is now strongly debated [2] since the im-
portance of horizontal gene transfer (HGT) in 
microbial mutations has been realized. Horizon-
tal gene transfer is a process by which genes 
might be virally transferred between single cell 
organisms that coexist in time. A dominance of 
HGT in microbial evolution implies that most in-
dividuals share parts of their gene sequences 
with other individuals. Thus, no distinct species 
– with the individuals having distinct features – 
are formed, but rather most individuals share 
many features simultaneously. Such a state 
where no distinct species exist is sometimes 
called “reactive soup” (cf. figure 1). It is not clear 
yet how evolution in such a scenario proceeds 
[3]. Even more, it is largely unknown, how spe-
ciation may take place under such circumstanc-
es and thus how today's structure of species 
distribution – the coarse structure of all current 
life – could have emerged. 

Mathematically tractable models and gener-
al theoretical statements are considered inev-
itable for answering these questions [3], but 
very few analytical studies on early evolution, 
in particular in the presence of HGT, exist so 
far. Actually, existing stochastic models to study 
evolution such as e.g. Moran processes [4] 
completely focus on the classical processes of 
selection and mutation. We use such stochas-
tic models and extend them to incorporate the 
process of HGT, so that we may study the influ-
ence of HGT on the overall evolutionary dynam-
ics. Thus, we now aim at clarifying and classi-
fying relevant speciation options and identifying 
how finite population sizes and related stochas-
tic fluctuations may influence early evolutionary 
processes.

Spontaneous switching in finite systems
In the model class we are developing and analyz-
ing, a finite number of individuals (genotypes) coex-
ists in time and evolves by producing offspring, mu-
tating and dying randomly. In mathematical terms, 
these models constitute modifications of well-
known stochastic Moran processes [4]. One main 
new contribution is an underlying network struc-
ture that characterizes which genotypes may mu-
tate into which other genotypes. The general prop-
erties of Moran processes effectively make them a 
random walk on a high-dimensional Markov chain. 

Figure 1
A current view of microbial evolution from a “reactive soup”. 
The main figure shows the proposed evolution of the three 
main domains of life (Eubacteria, Archaebacteria and Eukary-
otes) from the reactive soup including horizontal gene transfer 
between the different domains. Inset 1 shows horizontal gene 
transfer leading to a strongly interconnected ‘tree’ of life. Inset 
2 shows the proposed evolution of Eukaryotes from Eubacte-
ria and Prokaryotes, which leads to a ring-like structure rather 
than a tree. Figure taken from [3].
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Already the simplest non-trivial model network, 
consisting of only two populations of genotypes 
that may mutate into each other (without HGT), 
yields results that were not expected from mean 
field theory (i.e. do not occur for infinite popula-
tions). We uncovered a switching phenomenon, 
where most of the time almost all of the individ-
uals are of one but not of the other genotype; 
some characteristic timespan later, a switching 
occurs and most individuals mutated to the oth-
er genotype. 
We derived the Focker-Planck-equation de-
scribing the dynamics of the system and ana-
lytically derived its stationary solution. With this 
solution we were able to find the parameter re-
gime, in which switching occurs. It is the pa-
rameter regime in which genetic drift dominates 
over the dynamic force caused by mutations. 
Using Markov chain theory, in the parameter 
regime where switching occurs we derived a 
closed analytical formula for the switching time 
in dependence of the number of individuals and 
the mutation probability.

Switching times through fitness valleys
Using the results derived above we were able 
to analytically derive a formula for the switching 
times in fitness valley systems, where a popu-
lation evolves from one genotype of high fitness 
to another one through some genotypes of low-
er fitness [5]. These results can be used to esti-
mate speciation times in evolutionary dynamics 
without HGT and may thus be useful to quantify 
the influence of HGT on the speed of evolution.

horizontal gene transfer induces hypergraph 
structure.
In our model standard point mutations define a lat-
tice-like network topology, while HGT introduces 
shortcuts that may accelerate evolutionary process-
es. Even more, point mutations are represented by 
relatively simple two-node processes, i.e. the mu-
tation from one node to another one. On the other 
hand, HGT has to be represented by a three-node 
process: An individual of one genotype interacts with 
an individual of some other genotype receiving ge-

netic material so that it mutates to a third genotype. 
Therefore, the probability of HGT events to occur de-
pends nonlinearly on the distribution of individuals 
on different genotypes and HGT induces a hyper-
graph structure into the network model.
In the last decade the importance of HGT on 
early evolution has been realized. However, 
no way to incorporate HGT into existing theo-
ries and models has been achieved so far. Now 
we extended the existing models to incorporate 
the complex three-node processes induced by 
HGT. The resulting new types of models open 
up the possibility to also conceptually analyze 
qualitative as well as quantitative (e.g. time 
scale and populations size) key aspects about 
the impact of HGT.

hGt and the primordial soup
Our current focus lies on the investigation of the 
dynamics in the primordial reactive soup in the  
evolution model described above. Under which 
circumstances do the evolutionary dynamics 
lead to a reactive soup where no distinct spe-
cies exist? Is massively occurring HGT a pre-
requisite for such a state? What are the mini-
mal requirements such that speciation actually 
occurs? We are currently trying to identify the 
relevant features for selection, interaction, mu-
tation and the likelihoods for the occurrence of 
HGT. Finally, we will address the problem how 
the process of speciation leading to todays Dar-
winian evolution may emerge from the reactive 
soup. We hope that these findings will help to 
gain a better understanding of the processes 
that underly evolution in its early stages.
Part of the material presented here has been 
taken, sometimes in modified form, from the Re-
search Report 2011 of the Network Dynamics 
Group (c) Marc Timme, et al., MPIDS.
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I-15 Photodissociation and recombination of Molecules  
with atmospheric relevance

The investigation of elementary reactions in the 
gas phase (exchange reactions, photodissocia-
tion, unimolecular dissociation etc.) is important 
for understanding the complicated chemistry in 
combustion and in atmospheric processes. Our 
theoretical studies aim at reproducing detailed 
experimental data by ab initio methods, explain-
ing measured data on the basis of fundamen-
tal equations and making predictions for ex-
periments, which are difficult to perform in the 
laboratory. The tools are global potential energy 
surfaces (PESs), calculated in the Born-Oppen-
heimer approximation by solving the electronic 
Schrödinger equation, and the solution of the 
nuclear Schrödinger equation for the intramo-
lecular dynamics of the atoms on these PESs 
[1, 2]. In recent years we concentrated our ac-
tivities on ozone (O3), nitrogen dioxide (NO2), 
and nitrous oxide (N2O). These three molecules 
are under intense experimental investigations in 
many laboratories. 
The studies of the photodissociation of O3,
O3 + hν → O + O2  
are more or less completed and the results have 
been summarized in Ref. 3. The photo absorption 
cross section of ozone in the wavelength region 
from the near IR to the near UV shows four differ-
ent bands: Wulf, Chappuis, Huggins and Hartley. 
Each band corresponds to one (or several) par-
ticular electronic states which are excited by the 
photon. Calculations have been performed for all 
bands. The quantitative description of process (1) 
requires the calculation of PESs of all electron-
ic states involved, each being a function of the 
three internal coordinates of O3. In addition, the 
non-Born Oppenheimer coupling elements are re-
quired if more than one state is involved – and that 
is indeed the case in all bands. Global PESs have 
been determined for a total of ten states. Quan-
tum mechanical dynamics calculations, i.e., the 

solutions of either the time-independent or the 
time-dependent Schrödinger equation, yield the 
absorption spectrum and the final rotational-vibra-
tional product state distributions. In addition they 
reveal, in combination with classical mechanics 
calculations, the dissociation mechanisms and 
explanations for certain prominent features like 
diffuse vibrational structures and predissociation 
lifetimes. The comparison of the theoretical re-
sults with detailed experimental data is generally 
very good [3]. The calculations performed in Göt-
tingen over the past five years yielded – for the 
first time – a quite complete dynamical picture of 
reaction (1) up to photon energies of ∼ 9 eV. 
The photodissociation of NO2,
NO2 + hν → O + NO
is equally important and challenging. First cal-
culations [4] have significantly added to the un-
derstanding of this process, but also raised fur-
ther questions concerning the interpretation of 
some experimental results.
N2O is a long-lived atmospheric trace gas with 
significant impact on global warming and the 
depletion of ozone. It is mainly removed by pho-
tolysis in the stratospheric UV window (∼ 47,500 
to 55,000 cm-1). This absorption band, which is 
due to the
N2O (X 1 1A’) + hV → N2O (2 1A’)  
→ N2 ( X 1Σg

+) + O(1D) 
electronic transition, is currently studied by us 
in significant detail [5, 6]. We have calculated 
accurate PESs for the ground and the excited 
state as well as the transition dipole moment 
functions. The calculated absorption cross sec-
tion agrees well with the measured one (see 
figure 1). One of the goals was to unravel the 
vibrational dynamics causing the weak struc-
tures superimposed to the broad Gaussian-
type background. Our calculations unambigu-
ously showed that they are caused by periodic 
orbits in the upper electronic state performing 
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Figure 1
Comparison of calculated and experimental room 
temperature absorption cross section. For clarity, 
the experimental cross section is slightly shifted up-
ward.
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large amplitude bending and NN stretch mo-
tion. We have also studied the temperature de-
pendence of the cross section [7] and have cal-
culated the partitioning of the excess energy 
among the product degrees of freedom [8]. In 
collaboration with a Danish group we currently 
investigate the isotope dependence of the ab-
sorption cross section from which insight of the 
introduction of N2O in the atmosphere and its 
removal are expected [9].
In addition to the photodissociation of ozone we 
have also studied its recombination, 
O + O2 + M → O3 + M
in collisions of O atoms and O2; here, the atom 
(or molecule) M is necessary to carry away the 
excess energy. The recombination rate coeffi-
cient shows a strong isotope dependence [10]. 
However, despite many experimental and the-
oretical studies over several decades it is not 
yet really understood [11]. Even the most ad-
vanced quantum mechanical study left impor-
tant questions unresolved [12]. For example, the 
recombination rate for symmetric ozone mole-
cules like 16-18-16 appears to be smaller than 
for non-symmetric molecules like 16-16-18. In 

recent studies we attempted to find an answer 
for this intriguing result in the stabilization step 
and investigated the energy transfer in Ar–O3 

collisions [13, 14]. However, the necessary ap-
proximations did not allow to arrive at convinc-
ing conclusions. The recombination of ozone 
and its dependence on the oxygen isotopes is 
still an open problem.
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II  
transport in complex Media
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II-1 turbulence in complex Fluids

For turbulence in Newtonian fluids, kinetic 
energy is injected into the flow at the large scales, 
transferred through inertial scales, and finally dis-
sipated to heat by viscosity at Kolmogorov scale 
η. This picture of the energy cascade is altered 
in a turbulent flow with a small amount of poly-
mer additives. Polymers can extract/feedback 
energy from/to the flow when they are stretched 
or coil back, thus interrupt the cascade at cer-
tain scales. An important dimensionless param-
eter to characteristic the flow of polymer solution 
is the Weissenberg number Wi ≡ τp/ τη, where τη 
is the Kolmogorov time and τp is the polymer re-
laxation time. When Wi ≈ 1 or larger, the polymers 
are stretched by the flow and start to affect the 
flow [1]. In addition, the Taylor microscale Reyn-
olds number   Rλ and the polymer concentration ϕ 
also play important roles. Our previous measure-
ments were conducted with a certain molecular 
weight polymer at different Rλ and ϕ [2-4], or for 
fixed ϕ as a function of Rλ [5]. The Weissenberg 
number Wi was not varied independently. In the 
experiments reported here we kept both Rλ and ϕ  
unchanged while varying Wi.
We studied turbulence in the central region of a 
von Kármán Swirling Flow, where the turbulence 
is nearly homogeneous. We used polyacrylamide 
(PAM, molecular weight 18 x 106 and 6 x 106) at 
fixed concentration of 5 ppm. By changing the 
solvent viscosity ν and the energy injection rate 
ε according to ε∝v3, we could keep Rλ (and also 
η) unchanged, which we verified from the mea-
surements of the Eulerian second order velocity 
structure functions. We varied Wi from 0 to 3 ac-
cording to Wi∝v2. We observed a sharp transition 
in the RMS acceleration around Wi ≈ 1 (figure 1), 
but no appreciable change in the RMS velocity. 

This is consistent with previous observations that 
polymers suppresses small-scale quantities, such 
as fluid acceleration, but has little effect on large-
scale properties, such as velocity fluctuations [2-
4]. Moreover, figure 1 shows that the suppression 
of the small scales occurs rapidly, corresponding 
to the coil-stretch transition.
To probe the polymer effects on the energy cas-
cade, we measured the Eulerian transverse ve-
locity structure function DNN(r). When Wi>1, DNN 
was modified over a wide range of scales and 
this range broadened with increasing Wi (figure 
2). This could be explained by Lumley’s “time cri-
terion” [6], which suggests that polymers affect 
turbulence at scales whose turbulence dynamic 
times are smaller than τp. This criterion thus gives 
a length scale r*∝(ετ3

p)1/2 below which polymer ef-
fects may be observed. When the Kolmogorov 
length η was fixed, such as in our experiments 
here, the Lumley scale would grow with Wi as  
r*/η∝Wi3/2. However, a simple rescaling using r/r* 
could not collapse DNN(r) with different Wi, as we 
also observed previously, where Wi was changed 
by varying Rλ [4]. In fact, de Gennes [7] argued 
that r* is the upper bound of the scales at which 
the polymers may be stretched by the flow, but 
the scale r** at which the polymer effect on turbu-
lence becomes appreciable is given by a balance 
between turbulent kinetic energy and the elastic 
energy stored in polymer chains. Using K41 en-
ergy spectrum, de Gennes further proposed that 
r**∝WiαΦβNϒη, where N is the number of mono-
mers per polymer chain, and the scaling expo-
nents α, β and ϒ are known algebraic functions 
of a parameter n that relates the polymer elonga-
tion with spatial scale r [7]. To identify n, we fitted 
the measured DNN(r) at small r for different Wi, 
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together with those from previous experiments 
[4]. Figure 3 shows the collapse with r** calcu-
lated from the fitted n. For all these data, the fit-
ted n lies in the range of 0.27±0.09. In [4], it was 
proposed to use r ∕ (vτp)1/2Wix,with Χ=-0.58±0.09 
to collapse the data with varying Wi (while not 
keeping Rλ constant). For n=0.27±0.09, the cor-
responding scaling exponent Χ is Χ=-0.49±0.22, 
in agreement with the values reported in [4]. In de 
Gennes’ argument, the parameter n reflects the 
flow topology and is a measure of the strength 
of stretching by the flow. For laminar flows into a 
point sink, n=1 in 2D and n=2 in 3D. In a turbu-
lent flow field, only some regions are dominated 
by strain and these regions are changing dynam-

ically [8, 9]. Therefore, n should be regarded as a 
parameterization of the averaged effect and may 
be smaller than 1. In summary, we studied exper-
imentally the effect of Wi on turbulence-polymer 
interaction. We show that the polymer effect on 
turbulence is consistent with the elastic theory by 
de Gennes [7]. Currently we are investigating the 
effect around the onset of coil-stretch transition 
at Wi≈1. In addition, we are attempting to calcu-
late directly the parameter n from velocity gradi-
ent measurements in Newtonian flow turbulence.
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Figure 1
The RMS velocity u’ and RMS acceleration a’ as func-
tions of Wi. Both u’ and a’ are normalized by the corre-
sponding values with pure solvents (the subscripts “p” and 
“w” stand for polymer solutions and the pure solvents, re-
spectively). The polymer concentrations were fixed at 5 
ppm. Open symbols: data from [3, 4] with Rλ varying with 
Wi. Solid symbols: present study, with Rλ kept at 210, ex-
cept the highest Wi case, which was at Rλ =160.

Figure 2
The second order Eulerian transverse velocity struc-
ture functions compensated by the inertial range scaling 
for the Newtonian flow of pure solvents. In this plot, the 
Newtonian flow data display plateaus of value 1 in the in-
ertial range. All the data shown in the figure are at Rλ = 
210. 

Figure 3
Collapsing of the compensated Eulerian velocity structure 
functions with varying Wi, Rλ, and ϕ, when r normalized by 
the length scales r**. Data from [4] are also included. The 
Wi=1.3 and Wi=3.0 data from current measurements are 
not shown here because they are above the critical con-
centration observed in [4]. In the inset, the same data are 
plotted with r normalized by the Kolmogorov scale.
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II-2 Particles in turbulence

the InteractIon between particles and tur-
bulent flow occurs in many natural and industrial 
processes. Examples can be found in systems 
as different as the evolution of atmospheric 
clouds [1], the deposition of particles in human 
respiratory system [2], and the early stage of 
star or planet formation [3]. When a particle is 
smaller than the smallest scales of turbulence 
(Kolmogorov length scale η) and has the same 
density as the surrounding fluid, it follows the 
flow faithfully and its back-reaction to the flow 
is negligible. These passive particles have been 
used extensively as tracers in flow measure-
ments [4]. An interesting problem is when the 
particles’ inertia becomes important. This oc-
curs when either the densities differ from that 
of the fluid or/and if their sizes are larger than 
the Kolmogorov scale η. We have been study-
ing these effects in two different experiments.
Let us first consider particles smaller than η, but 
with densities larger than the fluid density. For 
these “heavy-but-small” particles, the problem 
of interest is the relative velocity and acceler-
ation between them, at both inertial and dissi-
pative scales of the turbulence. The first set of 
measurements was carried out in a horizontal 
von Kármán water flow. We compared the dy-
namics of 3 types of particles with different rel-
ative densities (ρp/ρf ≈ 1, 4 and 8) but the same 
size (dp≈η). The Stokes numbers (defined as the 
ratio of the particle response time to the Kol-
mogorov time) were in the range 0.1≤ St ≤0.5. 
We observed an increase of relative veloci-
ty with St for particle separations in the inertial 
range [5], which could be qualitatively explained 
by a simple model based on the widely used 
equation of motion for point-mass particles [6, 
7]. The model, however, failed to account for the 
scale-dependence of the increase of relative 
velocity. We attribute this to the preferential dis-

tribution of inertial particles in strain-dominated 
regions, which are not captured by the model. 
We showed later that this preferential sampling 
could be probed from the alignment angles be-
tween relative velocity and relative accelera-
tion (figure 1), as co-linear alignments appear 
more frequently in strain-dominated fields [8]. 
This dynamical interpretation opens a new way 
to study the preferential concentration effect of 
inertial particles through two-points statistics.
For problems such as collision and coalescence 
of droplets in clouds, the relative velocity be-
tween particles at scales below the Kolmogorov 
scale is of interest, which we investigate in a 
new turbulence chamber named the “Soccer 
Ball/R2D2”. The device utilizes 32 loudspeak-
er driven air jets to create homogeneous and 
isotropic turbulence with negligible mean flow 
in the center of the chamber. Particles with sig-
nificant inertial effects (St≈1) can be reached 
with small liquid droplets (dp<<η) due to the 
large density ratio, which is hard to achieve 
in the von Kármán water flow. In figure 2, we 
show the measured relative velocity variances 
as a function of separation distances, for drop-
lets with two different sizes. Clearly, the relative 
velocities increase with particle size (or Stokes 
number), similar to what we observed in the von 
Kármán water flow experiments for particle sep-
arations in the inertial range. Moreover, for both 
particles, the relative velocities remain constant 
even for the smallest distances between par-
ticles measured, which implies significant en-
hancement to collision frequency due to particle 
inertia. Our next step is to study quantitatively 
the relative velocity and preferential concentra-
tion [9] of inertial particle, and their effects on 
particle collisions.
In the second set of experiments, we study the 
interaction between turbulent flows and neutral-
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ly buoyant particles with size larger than the Kol-
mogorov scale. This problem not only is of the-
oretical importance, but also finds applications 
in, e.g., plankton dynamics [10]. At present, fully 
resolved simulations of turbulent flows coupled 
with finite-sized particles are demanding and are 
limited to very low Reynolds numbers. Signifi-
cant advances in the field require measurements 
of the particle motion (both translation and rota-
tion) together with the surrounding fluid veloc-
ity field at high Reynolds numbers. For such a 
measurement, we used water-soaked superab-
sorbent polymer particles, which have the same 
density and index of refraction as water and are 
made visible by the injection of a few fluorescent 
markers on their surfaces. The same fluorescent 

particles, of diameter 100 μm, were seeded into 
the flow as tracers for the measurement of fluid 
velocity field. After obtaining the trajectories of all 
the fluorescent particles using our particle track-
ing technique, we used an efficient algorithm to 
identify the group of particles whose mutual dis-
tances remained constant along their trajecto-
ries, which corresponded to the markers on the 
surfaces of the large particles and were used for 
further calculation of the translation and rotation 
of the large particles. Figure 3 shows an exam-
ple of the trajectories of these markers, togeth-
er with the trajectories of the fluid tracers, from 
a measurement in the von Kármán water flow. 
Using this technique, we studied the distribution 
of longitudinal velocity differences between the 
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Figure 1
Probability density function (PDF) of the cosine of the angle β between the relative velocities and the relative accelera-
tions for the three types of particles at separation r/η = 28 ± 7. The main plot shows the PDFs for glass and steel parti-
cles, normalized by that measured for tracer particles. The inset shows the un-normalized PDFs. The enhancement of 
co-linear alignments is clearly visible for particles with appreciable inertia. 
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Figure 2
Variance of the velocity differences between particle pairs, as a function of their separation within the dissipative scale 
(< 20 η, in this case η ~ 200 μm). All particles here are smaller than η. It can be seen that the larger, heavier particles 
with dp ~ 20 μm (St ~ 0.4) have larger velocity differences relative to the smaller particles (St ~ 0.08). This suggests that 
heavier particles will sustain non-zero relative velocity even at zero separation distance.

larger particles and the surrounding fluid (figure 
4). A boundary layer of size about one particle 
radius is clearly visible, where the fluid velocity 
was affected by the presence of the large parti-
cle and hence relative velocity deviated signifi-
cantly from the expected scaling for fluid turbu-
lence without particles. These results are also 
observed in a very recent low-Reynolds-number 
numerical simulation that resolved the boundary 
layers around solid particles [11]. A quantitative 
comparison of these results is underway. Our re-
sults also enlighten the presence of a recircula-
tion zone and the wake behind the large particles 
(not shown here).

In summary, stepping from our Lagrangian par-
ticle tracking technique developed for turbu-
lence measurement, we are venturing into a 
less studied and even more interesting field of 
particles in turbulence. In addition to the cas-
es of “heavy-but-small” and “large, neutrally 
buoyant” particles described above, we are ex-
tending the study to the dynamics of copepods 
and the formation of planet from protoplane-
tarydisks.



78 | MPI For dynaMIcs and selF-orGanIzatIon 

research

[1] R. A. Shaw, Annu. Rev. Fluid Mech. 35, 183 (2002)
[2] A. Guha, Annu. Rev. Fluid Mech. 40, 311 (2008)
[3] A. Johansen et al., Nature 448, 1022 (2007)
[4] N. T. Ouellette, H. Xu, E. Bodenschatz, Exp. Fluids 40, 301 

(2006)
[5] M. Gibert, H. Xu, E. Bodenschatz, Europhys. Lett. 90, 

64005 (2010) 
[6] R. Gatignol, J. Mech. Theor. Appl. 2, 143 (1983)
[7] M. Maxey, J. Riley, Phys. Fluids 26, 883 (1983)
[8] M. Gibert, H. Xu, E. Bodenschatz, arXiv:1002.3755 (2010)
[9] E-W. Saw et al., Phys. Rev. Lett. 100, 214501 (2008)
[10] J. Mann et al., J. Plankton Res. 28, 509 (2006)
[11] H. Homann, J. Bec, J. Fluid Mech. 651, 81 (2010)

Figure 3
Examples of measured particle trajectories in the 
von Kármán water flow. The duration of the mea-
surement was 0.3 second and the frame rates of 
the cameras were 3000 frames per second. The 
thick colored curves represent the trajectories of the 
markers on the surface of a large, neutrally buoyant 
particle. The thin blue ones were the trajectories of 
tracers particles seeded in the flow.

Figure 4
Cylindrical symmetry average around the velocity di-
rection of the big particle (represented by the grey 
circle in the center). Second order moment of the 
distribution of longitudinal velocity differences (along 
the separation vector r) normalized by the expect-
ed value for a fluid particle (K41). Far from the parti-
cle, the flow field is undisturbed (ratio is 1); but close 
to the particle, one can see a zone where the corre-
lation between the particle velocity and the flow ve-
locity is very high. 
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II-3 Warm clouds and turbulence 

clouds are dispersions of water droplets and 
ice particles embedded in and interacting with a 
complex and turbulent flow. Like other phenom-
ena in the atmosphere, clouds are highly non-
stationary, inhomogeneous, and intermittent. 
They embody an enormous range of spatial and 
temporal scales. Strong coupling across those 
scales between turbulent fluid dynamics and mi-
crophysical-chemical processes, e.g., evapora-
tion and condensation, freezing and melting, de-
position and sublimation are inherent to cloud 
evolution [1] (see figure 1). As discussed in [1], 
the effect of turbulence on clouds is largely un-
known. A noticeable example is the rain forma-
tion in warm clouds. Cloud droplets are initiated 
by water vapor condensation on aerosol particles 
(cloud condensation nuclei, CCN). The growth of 
cloud droplets by condensation slows down with 
the increase of droplet size. It is believed that col-
lision-coalescence dominates for droplets of size 
10-20 µm and larger. When analyzing the growth 
rate by coalescence, the difference in gravita-
tional settling velocities due to droplet size dif-
ference had long been regarded as the leading 
mechanism for raindrop initiation. However, this 
approach overestimates the time to rain forma-
tion by up to a factor of 10. Recent studies sug-
gest that the collision rate among droplets could 
be greatly enhanced due to hydrodynamic inter-
actions between droplets and turbulence [2, 3]. 
In addition, turbulence governs entrainment and 
mixing of dry, moist, and droplet-laden air. To 
a large extent, the difficulty in this problem lies 
in the fact that cloud turbulence spans a huge 
range of spatial and temporal scales. At pres-
ent, it remains extremely difficult to mimic cloud 
conditions in laboratory experiments or numeri-
cal simulations. Field observations using state-
of-the-art measurement techniques constitute 
one of the promising options.

We have been carrying out measurements of 
cloud-turbulence interactions at Umwelt For-
schungsstation Schneefernerhaus (UFS) on 
the top of Zugspitze (2700 m above sea level). 
The wind at UFS is preferentially in the east-
west direction, which helps reduce the complex-
ity in the design of the measurement apparatus. 
Moreover, there is a relatively high probability 
to have clouds covering the observation site 
at UFS in the summer. Since August 2009, we 
have conducted 3 field campaigns at UFS. We 
have successfully set up ultrasonic sensor ar-
rays to monitor the atmospheric turbulence and 
have conducted pilot Lagrangian particle track-
ing measurements of cloud droplets using a 
prototype device consisting of three high speed 
cameras installed in a stationary, water-proof 
box (figure 2). These measurements are com-
plemented by simultaneous cloud microphys-
ics measurements, including temperature, liquid 
water content, droplet number density, droplet 
size, and Eulerian air velocity measurements, 
carried out by our collaborators H. Siebert from 
Leipzig and R. Shaw from Michigan Tech. Anal-
ysis of these data is on the way. Currently, we 
are constructing an apparatus that will use a 
“sled” to drive our droplet-tracking system at 
the mean wind speed, by which we can follow 
cloud droplets for longer times. The droplet-
tracking system, similar to the one tested in the 
prototype, will be driven by a linear motor with 
a speed up to 7.5 m/s along a 6.6 m long rail 
(see figures 2 & 3). In each run of the sled, the 
high-speed cameras can record up to 1 second 
of the motion of cloud droplets, which is equiv-
alent to approximately 30 Kolmogorov times, 
more than enough to resolve droplet dynamics 
relevant to collision and coalescence.
In addition to field observations, we also con-
duct well-controlled laboratory experiments in 
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our pressurized wind tunnel and in small-scale 
turbulence generators (e.g. the “soccer-balls” 
[4]), in which the turbulence properties can be 
fine tuned. By compressing gases, e.g., air, ni-
trogen, or SF6 (an inert, heavy gas), to high 
pressure, we can reduce gas kinematic viscos-
ities and the flow in the wind tunnel can reach 
a condition very close to that in natural clouds 
– much closer than those achieved in previ-
ous lab experiments. In these experiments, we 
can study not only the hydrodynamic interac-
tion between droplets and turbulence; we can 
also change the microphysical properties of the 
flow, such as supersaturation and temperature. 
Moreover, we are working together with two nu-
merical simulation groups to study the mixing 
and entrainment in cumulous clouds. S. Raas-
ch from Hannover is modeling the dynamics of 
a complete cumulous cloud throughout its life-

[1] E. Bodenschatz, et al, Science 327, 971 (2010)
[2] R. A. Shaw, Annu. Rev. Fluid Mech. 35, 183 (2002)
[3] G. Falkovich, A. Fouxon, M. G. Stepanoc, Nature 419, 151 

(2002)
[4] C. Chang, G. Bewley, E. Bodenschatz, under review

Figure 1 (From Ref. [1]) 

The range of scales 
covered by clouds and 
the dominating phe-
nomena/problems at 
different scales.

Figure 2
The topography of the UFS at Zugspitze, showing 
with the prototype of droplet-tracking device, the son-
ic sensors, and the future installation of the “sled”.

Figure 3
Computer generated image of the “sled”. The to-
tal length of the apparatus is 8 m long, with a 6.6 m 
long rail. A linear motor drives the droplet-tracking 
device at a speed of up to 7.5 m/s along the rail. The 
inclination of the sled can be adjusted within ±14° 
relative to the horizontal plane, according to the in-
stantaneous mean wind direction measured by the 
sonic sensors.

time using LES together with Lagrangian drop-
lets. J. Schumacher from Illmenau is modeling 
the detailed interaction between turbulence (re-
solved by DNS) and cloud droplets (treated as 
Lagrangian particles) at the interface between 
the cloud and clear air, including condensation 
and evaporation. The combined data, spanning 
a wide range of scales, from field observations, 
lab experiments, and numerical simulations 
would possibly elucidate the role of turbulence 
in clouds.
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II-4 non-equilibrium Molecular transport in spiny neuronal dendrites 

recent adVances in imaging techniques al-
lowed a direct observation of molecular diffu-
sion inside neural cells in vivo [1]. Neurons have 
highly elaborated dendritic arbors of complex 
geometries. Most of the synaptic contacts with 
other neurons are formed on dendritic spines, 
which are small membrane protrusions of vari-
ous sizes and shapes along the dendritic shaft. 
With the use of local photolysis of caged com-
pounds the fluorescence of molecules that were 
initially located in a single spine [1] or a part 
of a dendrite [2] can be imaged over time. It 
was found that diffusion of various molecules is 
strongly influenced by the presence of dendritic 
spines as it was recognized that spines act as 
transient traps for diffusing molecules. 
In this project we investigate a model of stochas-
tic molecular transport in the spiny dendrites of 
neurons. We show that if the molecules interact 
with each other inside the spines then the trap-
ping times depend on the occupancy of the traps. 
In addition we consider the biologically relevant 
case when the pool of molecules is being con-
stantly replenished. This is of importance since 
the molecules in the neurons eventually disso-
ciate and thus have a finite lifetime. Due to the 
on-site interactions between the random walk-
ers, the trapping times can become significant-
ly larger than the typical timescale of diffusion 
between the spines. Therefore we can neglect 
the diffusion between the sites and consider in-

stantaneous jumps on an array of discrete sites 
(see figure 1). Thus in this model the molecules 
perform a random walk between the spines that 
trap the walkers with the trapping time in each 
spine being dependent on the number of mole-
cules in the respective trap. Then the system can 
be described by the following non-linear master 
equation

This system of nonlinear differential equations 
describes the dynamics of the probability Pn( j,t) 
that site j has exactly n walkers at time t, given 
that the connectivity between the sites is de-
scribed by the matrix W. These equations de-
scribe the non-equilibrium dynamics of a driv-
en diffusive system which evolves towards a 
steady state which is far from equilibrium and 
falls into class of zero-range processes [3].
We obtain steady state distributions for the oc-
cupancies when the connectivity matrix is trans-
lational invariant, as is the case for nearest 
neighbor connectivity on a 1D ring, which is a 
representation of the dendritic branch topology. 
In the biologically important case when the trap-
ping times are given by the steady 
state distribution is given by:

Figure 1
Schematic representation of the model. The molecules diffuse along the dendritic shaft while being captured inside the 
spines. The trapping times inside the spine are typically much longer than the diffusion times and depend on the occu-
pancy of each individual spine.
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Figure 2
Stationary distributions of trap occupancies. Top 
panel: the distributions of trap occupancies for dif-
ferent lifetimes are shown for the case α=1. Mid-
dle panel: the same for α=2, note that for this case 
in the equilibrium every molecule resides in one 
trap (winner-take-all regime). Bottom panel: the sta-
tionary distributions for different on-site interaction 
types (different values of α) when molecule lifetimes 
are infinite.

Here

is (1-α)th moment of the distribution, that gives 

the average rate of jumps in the system. The 
steady state distributions for various lifetimes 
and types of on-site interactions are shown on 
figure 2. Hence we show for a system of mole-
cules in neuronal spiny dendrites which is in a 
state far from equilibrium that inter-spine molec-
ular transport results in non-trivial distributions 
of accumulated molecules due to self-organiza-
tion phenomena.
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Many coMPlex systems in nature are ex-
posed to a constant flux of energy and thus are 
in a state far from equilibrium. A common fea-
ture of such systems is the occurrence of intri-
cate fluctuations which can either be induced 
by a complex environment or stem from inter-
nal processes. It has become common practice 
that whenever the kinetics resulting from these 
fluctuations deviate from the standard pat-
terns of Gaussian or Poissonian statistics, one 
speaks of anomalous kinetics. In order to de-
scribe the increasing number of physical and bi-
ological systems exhibiting such an anomalous 
behavior quantitatively, new stochastic mathe-
matical models need to be developed.
Our research group focuses on the descrip-
tion of stochastic processes which are gov-
erned by long, scale-free waiting time distri-
butions. Well-known examples belonging to 
this class are the Continuous Time Random 
Walk and the Lévy Walk [1, 2]. We are inter-
ested in the mathematical formulation of sto-
chastic processes whose dynamics are gov-
erned by anomalously long waiting times and 
additionally are subjected to the impact of a 
deterministic internal dynamics. For this class 
of processes we are able to formulate a gen-
eralized Fokker-Planck equation of the form 

where the Liouville operator L describes the de-
terministic internal dynamics, LFP is the Fokker-
Planck operator and the integral kernel ϕ(τ) is 
related to the waiting time statistics of the anom-
alous dynamics [3]. Applying this equation we 
can formulate a subdiffusive reaction-diffu-
sion equation also for nonlinear reaction kinet-
ics which is of relevance for pattern formation 
in biological systems and in complex media. 
The simplest case of the generalized Fokker-
Planck equation leads to an anomalous advec-
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II-5 anomalous Kinetics in Physical and biological systems 

tion-diffusion equation in which the advection is 
regular but the diffusion is governed by anom-
alous dynamics, which is interesting in the con-
text of diffusion of contaminants in porous me-
dia. The time-evolution of the probability density 
distribution of such a process is plotted in fig-
ure 1. Based on this simple example, we dis-
cuss the non-trivial role of external forces in 
systems exhibiting anomalous diffusion. Simi-
lar to the effect of external potentials in Lévy 
Flight processes [4, 5], we show that the inclu-
sion of external forces depends on the physical 
context and introduce the concept of decoupled 
and biasing forces [6]. This concept clarifies the 
fact that external forces can affect the dynam-
ics of a Continuous Time Random Walk in two 
different ways. On the one hand external forces 
can influence the motion of a particle during the 
long waiting periods and are therefore decou-
pled from the diffusion process, see figure 1. On 
the other hand one can also think of an external 
force which affects the diffusion process only at 
the transitions and thus is biasing the transition, 
see figure 2. To gain a better understanding of 
these processes, we also have formulated the 
corresponding Langevin description, based on 
the mathematical concept of subordination [7]. 
This description allows for a thorough analysis 
of the sample paths of such processes [6].
In a related project we consider the motion of par-
ticles in a field of randomly distributed scatterers. 
Mapping this problem onto a master equation de-
scribing the anomalous diffusion of inertial weakly 
damped particles [8] we have derived the govern-
ing master equation for this problem [9]. This work 
is motivated by numerical simulations of particle 
motion in magnetohydrodynamic turbulence [10]. 
In another important application of the stochastic 
process developed in [8], we model the motility 
of run and tumble bacteria with non-exponential-
ly distributed run-times. Such a non-Poissonian 
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Figure 1
Evolution of the probability distribution function 
for a subdiffusive process in presence of a con-
stant decoupled external force for the consecu-
tive times t=1-5 with the initial condition  f(x,0)=δ(x). 
This case generalizes the regular advection-diffu-
sion equation to advected subdiffusive processes 
governed by Continuous Time Random Walk dy-
namics.

Figure 2
Effect of a biasing external force on the time-evo-
lution of the probability distribution of a Continuous 
Time Random Walk process with the same param-
eters as in figure 1. The probability distributions are 
again plotted for the consecutive times t=1-5. In con-
trast to the decoupled case, the shape of the proba-
bility distribution gets more asymmetric with time, re-
flecting the effect of the bias. Note the persistence of 
the maximum at the origin, indicating that there is no 
internal dynamics during the waiting times.

switching behavior between the run and the tum-
ble state of the flagella motor has been measured 
in experiments with wild-type E.Coli bacteria de-
scribed in [11]. Shifting the focus from bacte-
ria to general biological movement models [12], 
we can also formulate a non-Markovian veloci-
ty jump model. This model generalizes the stan-
dard formulation of correlated random walk mod-
els in ecology to also account for scale-free, Lévy 
Walk like movement patterns which have been ob-
served for an increasing number of foraging ani-
mals, see e.g. [13].
In recent years empirical studies have gener-
ated a controversy if animals forage according 
to Lévy Walk patterns or if the indications for a 
Lévy foraging behavior are only due to a poor 
accuracy of the employed statistical methods. 
In this context we examine the convex hull en-
closing the trajectory of a Lévy Walk, see fig-
ure 3. The convex hull is the minimal polygon 
enclosing a particular trajectory and serves as 

a model for the home range of a foraging ani-
mal [14]. With the help of numerical simulations, 
we find that the convex hull is a statistically ro-
bust quantity to discriminate between the ori-
gin of different stochastic sample paths even in 
the absence of the complete trajectory. Thus 
the analysis of convex hulls of movement pat-
terns of foraging animals in principle allows for 
a quantification of how Lévy-Walk-like or how 
anomalous this movement pattern is.
Another important problem in the theory of eco-
logical systems is their viability, for which biodi-
versity plays an essential role. Motivated by a 
model of mobile, cyclically competing species 
proposed by Reichenbach et al. [15], we inves-
tigate the impact of the carrying capacity on the 
biodiversity in such model systems where spe-
cies compete for limited resources. The incor-
poration of a carrying capacity facilitates the in-
vestigation of the role of the population size on 
the mean extinction times of the species. Thus 
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Figure 3
Picture of a Lévy Walk trajectory (red). The blue dot-
ted polygon depicts the convex hull of the Lévy Walk 
trajectory.

our model is able to distinguish between system 
size and population size effects on the species 
diversity in the considered class of ecosystems 
with cyclic, non-hierarchical interactions among 
the competing species. 
In contrast to the rather erratic motion of an-
imals, human mobility patterns are more reg-
ular, as human individuals typically only visit a 
limited number of locations frequently. Conse-
quently individuals display spatially constrained 
movement patterns, despite their potentially 
high mobility rate.
We scrutinize the impact of these mobility pat-
terns on the geographic spread of emergent in-
fectious diseases such as H1N1 or SARS.
Contrary to the standard reaction-diffusion de-
scription of spatial disease dispersion our mod-
el exhibits dynamical features such as the ex-
istence of a bounded front velocity and a novel 
invasion threshold [16].
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In the last few years considerable research 
effort has been invested in developing artifi-
cial materials appropriately engineered to dis-
play properties not found in nature. In the elec-
tromagnetic domain, such metamaterials make 
use of their structural composition, which in turn 
allows them to have complete access of all four 
quadrants of the real ε-μ plane. Several exotic 
effects ranging from negative refraction to su-
perlensing and from negative Doppler shift to 
reverse Cherenkov radiation can be envisioned 
in such systems. Quite recently, the possibili-
ty of synthesizing a new family of artificial opti-
cal materials that instead rely on balanced gain/
loss regions has been suggested. This class of 
optical structures deliberately exploits notions 
of parity (P) and time (T) symmetry [1] as a 
means to attain altogether new functionalities 
and optical characteristics. Under PT-symme-
try, the creation and absorption of photons oc-
curs in a controlled manner, so that the net loss 
or gain is zero. In optics, PT symmetry demands 
that the complex refractive index obeys the con-
dition n(r)=n*(-r), in other words the real part of 
the refractive index should be an even function 
of position, whereas the imaginary part must be 
odd. PT-synthetic materials can exhibit several 
intriguing features. These include among oth-
ers, power oscillations, absorption enhanced 
transmission, double refraction and non-reci-
procity of light propagation. Other exciting the-
oretical results within the framework of PT-op-
tics include the study of Bloch oscillations, and 
the realization of coherent perfect laser absorb-
ers. Recently the first experimental realizations 
of PT symmetric systems have been reported 
[2-4].
To date, most of the studies on optical realiza-
tions of PT synthetic media have relied on the 
paraxial approximation which maps the sca-
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II-6 theory of Parity-time-symmetric Photonics 

lar wave equation to the Schrödinger equation, 
with the axial wavevector playing the role of en-
ergy. This formal analogy, allows one to inves-
tigate experimentally fundamental PT-concepts 
that may impact several other areas, rang-
ing from quantum field theory and mathemat-
ical physics, to solid state and atomic physics. 
Among the various themes that have fascinat-
ed researchers, is the existence of spontane-
ous PT-symmetry breaking points (exceptional 
points) where the eigenvalues of the effective 
non-Hermitian Hamiltonian describing the dy-
namics of these systems abruptly turn from real 
to complex. 
In Ref. [5] we show that nonlinear optical cou-
plers involving a balanced gain-loss profile can 
act as unidirectional optical valves. This is made 
possible by exploiting the interplay of nonrecip-
rocal dynamics arising from PT symmetry, and 
self-trapping phenomena associated with Kerr 
nonlinearities, which mold the flow of light in a 
surprising way (see figure 1). Such directed dy-
namics can be exploited in the realization of a 
new generation of optical isolators or diodes. 
Currently, such unidirectional elements rely 
mainly on the Faraday effect, where external 
magnetic fields are used to break the space-
time symmetry. This in general requires materi-
als with appreciable Verdet constants – typically 
noncompatible with light-emitting wafers. Thus, 
our proposal [5] for optical diodes can find direct 
applications to on-chip optical circuitry. 
In Refs. [6, 7] we investigated the PT-symmetric 
scenario for more complicated coupled wave-
guide structures, where imperfections are tak-
en into consideration. It was pointed out that the 
exact PT phase (real eigenvalue regime) is ex-
tremely fragile to impurities or boundary effects 
that lead to the creation of localized modes. 
Thus, there are many systems which, in spite 
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of being PT-symmetric, never exhibit in prac-
tice an entirely real spectrum (the breaking of 
PT -symmetry does not necessarily affect trans-
port because it might take a very long distance 
– proportional to the inverse imaginary eigen-
value – before a propagating beam will ‘discov-
er’ the existence of localized modes). A renor-
malization theory that describes the flow of the 
critical gain/loss parameter (that dictates the 
PT-exceptional point) as a function of impuri-
ties strength (disorder) was suggested in Ref. 
[7]. Furthermore, in Ref. [8] we proposed struc-
tures which avoid this problem altogether. This 
is done by giving up global PT symmetry and re-
sorting to local PT symmetry that fulfills the cri-
teria of a generalized PT symmetry [9]. A pos-

sible realization of such a locally PT symmetric 
system is depicted in figure 2. 
In Ref. [10] we investigated beam dynamics in 
PT-synthetic optical media. We found that the 
beam power evolution is insensitive to micro-
scopic details of the system and that it follows 
three distinct universal laws which depend only 
on the magnitude of the gain or loss parameter. 
Our theoretical calculations were confirmed nu-
merically for the experimentally realizable case 
of a lattice consisting of horizontally coupled 
PT-symmetric dimers.
Finally in Ref. [11] we explored the possibili-
ty of synthesizing PT-symmetric objects which 
can become unidirectionally invisible at the ex-
ceptional points. In recent years the subject of 

Figure 1
The unidirectional beam propagation 
in two nonlinear coupled PT symmet-
ric waveguides allows the realization of 
unidirectional optical devices. 

Figure 2
Local PT symmetry. (a) Individual di-
mers with strong coupling v are (b) 
coupled together with coupling pa-
rameter t<v leading to robust  pseu-
do hermitian behavior. (c) A possible 
realization with optical waveguides. 
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cloaking physics has attracted considerable in-
terest, specifically in connection to transforma-
tion optics. In Ref. [11], our notion of invisibility 
stems from a fundamentally different process. 
As opposed to surrounding a scatterer with a 
cloak medium, in our case the invisibility arises 
because of spontaneous PT-symmetry break-
ing. This is accomplished via a judicious de-
sign that involves a combination of optical gain 
and loss regions and the process of index mod-
ulation. Specifically, we consider scattering 
from PT-synthetic Bragg structures and investi-
gate the consequences of PT symmetry in the 
scattering process. It is well known that pas-
sive gratings (involving no gain or loss) can act 
as high efficiency reflectors around the Bragg 
wavelength. Instead, we find that at the PT sym-

metric breaking point (exceptional point), the 
system is reflectionless over a broad frequen-
cy band around the Bragg resonance when light 
is incident from one side of the structure while 
from the other side its reflectivity is enhanced. 
Furthermore, we show that in this same regime 
the transmission phase vanishes – a necessary 
condition for evading detectability. 
In conclusion, we have made considerable 
progress in the fundamental understanding of 
PT symmetry in complex optical systems [6-8, 
10] and have made first steps towards designing 
actual and useful PT symmetric photonic meta-
materials and devices [5, 11]. Currently we are 
expanding some of the unique properties of PT-
dynamics in the frame of thermal transport and 
electronics LRC transmission lines.
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II-7 Waveguides in the retina and light scattering in the eye

It has been very convincingly shown in re-
cent experiments that certain glial cells in the 
retina of vertebrates, called Müller cells, are ca-
pable of channeling light [1]. This finding might 
help to unravel a well known puzzle connect-
ed to the vertebrate eye: the inverse construc-
tion of the retina. Light that is projected from the 
lens of the eye onto the retina has to pass sev-
eral layers of neural tissue before it reaches the 
light receptors that are located in the outermost 
layer of the retina. Though not strongly absorb-
ing, these layers of neural tissue present fluc-
tuations in the refractive index and thus scatter 
light and let this structure of the retina appear 
rather inefficient.
The inner layers of the retina are radially pen-
etrated by the very long Müller cells with their 
funnel shaped end foot on the inner edge of 
the retina. The stalk of their main cell body is 
rod-like with a very high aspect ratio: less than 
3 μm wide and up to more than 0.1mm long. 
They have been attributed a number of func-
tions, from stabilizing the retina to playing a cru-
cial role in healing processes. For these func-
tions they sprout various protrusions of their cell 
body.
In the experiments of Ref. [1] single Müller cells 
extracted from the retina were placed between 

two optical fibers in a homogeneous medium 
with a similar index of refraction as the average 
index of refraction of the tissue surrounding the 
Müller cells in the retina. The stalks of the Müller 
cells have only an approximately 2% increased 
index of refraction and the cells were shown to 
guide the light from one fiber to the other even 
if slightly bend. 
Embedded in the retina, however, the Müller 
cells will be surrounded by a fluctuating index 
of refraction. How can light be guided by a chan-
nel that is only defined by a slight change in 
the index of refraction, when the index of refrac-
tion of its surrounding medium fluctuates on the 
same scales? We studied this question by cal-
culating scattering wave functions in a Gauss-
ian correlated Gaussian random field penetrat-
ed by a flat channel, as shown in figure 1a. Due 
to the great length of the Müller cells of up to 
several hundred wavelengths of the light, we re-
duced the numerical cost by using a two dimen-
sional wave model, corresponding to a vertical 
cut through the Retina. As illustrated in figure 
1a we found that the light can be well guided 
by the channel even under these circumstances 
and found intensities comparable to those mea-
sured in the experiment. We examined different 
kinds of shape distortions (a few examples are 

Figure 1
Light propagation through a simple retina model. (a) 
The disordered field modeling the index of refraction 
fluctuations penetrated by a flat channel of slight-
ly elevated index of refraction (of approx 2%; upper 
panel). A narrow beam of light incident to a narrow 
region in the presence of a model Müller cell is guid-
ed along the channel (middle panel) and scattered in 
the absence of a Müller cell (lower panel). (b) A few 
examples of shape variations in the Müller cell mod-
el studied numerically.
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Figure 2
The light falling in point A is collected by the horn shaped Müller cells while the light scattered from other regions of the 
retina is reduced (B) or deflected (C) due to the strong angle dependence of transmission and reflection.

shown in figure 1b) mimicking the shape varia-
tions found in the cells and could confirm that 
the wave guiding property is preserved.
One might wonder, if the light guiding proper-
ty of the Müller cells evolved to “heal” some of 
the disadvantages of the inverted retina, or if 
there might be an actual advantage of having 
horn shaped waveguides with their strong for-
ward scattering preference in an inverted retina, 
than having light receptors directly on the inner 
surface of the eye. We developed the idea that 
the angle dependence of the transmission and 
reflection properties of the Müller cells might ac-
tually help to reduce the unwanted light reflec-
tion of the retina (see figure 2) increasing the 
signal to noise ratio of sight. Where as by using 
our two dimensional model cell we found a sub-

stantial increase of this signal to noise ratio in 
several scenarios. To achieve actual quantita-
tive estimates we will need full three dimension-
al calculations as well as further experimental 
input such as the angle resolved light scatter-
ing and absorption properties of different tissue 
types in more detail than available today as well 
as the measurement of the actual orientation of 
the Müller cells in the eye as a function of their 
position.
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II-8 liquid Fronts in Porous Media

the Process oF (forced) imbibition of a liq-
uid into a random porous medium plays a key 
role in many problems of general interest, such 
as oil recovery, irrigation in agriculture, or wet-
ting of raw material powders in industrial chem-
istry. Inspired by this tremendous practical im-
portance, many experiments have already been 
carried out in search of a thorough physical un-
derstanding of the basic mechanisms involved. 
However, a satisfactory agreement with theory 
has not yet been achieved. This is in part due 
to difficulties inherent to the experiments per-
formed so far.
Many imbibition experiments, e.g. employing 
paper as the random medium [1], suffer problem 
related to the swelling of fibers, a poorly defined 
roughness of the fiber network, and evaporation 
of the wetting phase [2]. Other more conceptu-
al reasons for theories to fail are entrainments 
of air in advancing fronts in realistic scenarios. 
This is captured neither by percolation models 
nor by theories on interface roughness statistics 
like the KPZ equation, but may be accounted for 
by more recently developed phase field models 
[3]. We could show in-situ that interface rough-
ness theory works well for a simple 2D mod-
el system [4]. However, results on more realis-
tic 3D systems, like columns of glass beads [5] 
which allow for a microscopic analysis of the ad-
vancing front, exist to date only for ex-situ stud-
ies [6]. High resolution real-time mapping of the 
advancing front in a realistic setting has nev-
er been done up to now, but is indispensable 
for the development of theoretical models of the 
temporal evolution of the front topology.
Based on our experience with fast x-ray tomo-
graphy at ID15A (ESRF, Grenoble) which helped 
us to unravel a liquid exchange process and to 
clarify the static distribution of liquid within gran-
ular piles and thus to understand their complex 
mechanical behavior [7-11] we further adapted 

and optimized the usage of ultrafast x-ray to-
mography to image multiphase flow in porous 
media in real time. Using the tomo graphy set-
up at ID 15A acquisition times for a full tomog-
raphy of about one second at a pixel resolution 
of 5.5 µm at 1500³ voxel are possible for our 
systems which allows mimicing typical reservoir 
flow condition in model systems. We aim at un-
derstanding the flow behavior on a pore size 
level depending on parameters like front veloci-
ty, matrix wettability, and liquid viscosity.
The liquid fronts in the glass and basalt bead 
packs are different in their shape: the front in 
the water wet glass system has more fingers 
whereas the liquid front in the oil wet basalt pile 
is more compact. Differences in the front mor-
phology are very hard to visualize and to quan-
tify both in cross sections and in 3d renderings. 
It will be one of the main goals for the future 
to develop means to quantitatively describe the 
front shape and its evolution in time. This will be 
done in close collaboration with theoretical and 
numerical considerations. In a first approach we 
analyzed the experimentally determined front 
length and the oil saturation as function of time.  
The temporal evolution of the residual oil satu-
ration is shown in figure 3 for random packings 
of either glass beads or basalt beads, as also 
shown in figures 1 and 2, respectively. The re-
sults are reproducible and the different cases 
can be distinguished from each other. Recent 
test measurements seem to indicate that the dif-
ferent behavior for the water and oil wet matrix 
is enhanced for increased front velocity.
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Figure 1
A time-series of water imbibition in a glass-bead matrix initially filled with oil; the average front velocity is about 1 μm/s. 
The upper row shows the 2D slices of grey scale image at different time steps during aqueous phase (white) imbibition 
in oil (black) filled glass beads (grey). The lower row shows the same time steps rendered only for water in three di-
mensions.

Figure 2
A time-series of water imbibition in a basalt-bead matrix initially filled with oil; the average front velocity is about 1 μm/s. 
The upper row shows the 2D slices of gray scale image at different time steps during aqueous phase (white) imbibition 
in oil (black) filled basalt beads (grey). The lower row shows the same time steps rendered only for water in three di-
mensions.
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Figure 3
Residual oil saturation as function of time. The dashed line indicates the expectation from volume conservation which 
is valid as long as the water/oil front remains within the imaging area (indicated with open stars), up to this points all the 
data should be identical. For larger times we find in fact a different oil displacement behavior for the water wet glass 
matrix (black and red data) and the oil wet basalt matrix (blue data) at an average front velocity of 1 μm/s. The grey 
data show the front behavior in an oil wet basalt matrix at a front velocity of 10 μm/s. To allow for comparison the time 
scale of this run was scaled.
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II-9 Fluidization of Granular media 

Arguably, the conceptually simplest setting to 
study fluidization of a granular packing are tilt 
experiments. They show a remarkable differ-
ence of wet and dry granulates: Dry granular 
particles tend to start flowing at the surface. 
In contrast, when capillary bridges induce at-
tractive interactions between the grains, fluid-
ization is rather triggered close to the bottom 
of the system. To sort out the origin of this dif-
ference we consider a regular two-dimension-
al packing of monodisperse particles with ran-
dom masses [1].
The static contact network is described by unit 
vectors eij for neighboring particles i and j. To 
emphasize their orientation relative to the in-
clination on the plane they are denoted as eup 
and edown in figure 1a, and stability is formulat-
ed as a constraint on the forces fup and fdown act-
ing along the respective bonds. For a dry pack-
ing all forces f must be compressive, f<0, while 
a wet packing can support also tensile forces 
smaller than the capillary bridge force fb i.e., 
f<fb with fb>0. For the considered packings this 
leads to an explicit prediction of the critical tilt 
angle as a function of the stacking angle β and 
the largest mass M encountered in an uphill col-
umn of the pile (figure 1b). Generalization of the 
result to predict the packing threshold of disor-
dered and of three-dimensional packings are in 
progress.
Rather than by gravitational forces and tilting, 
a pile can also be fluidized by hydrodynam-
ic shear forces. They arise for instance from 
creeping motion of a fluid flowing in the pore-
space between grains. Attractive forces can 
arise from capillary bridges formed by anoth-
er liquid wetting the grains. In [2] we propose a 
minimal multi-scale model for the effect of hy-
drodynamic shear on the fluidization threshold 
in this situation. 

Figure 1
(a) Regular packing of grains with a non-trivi-
al height profile. The grains in the lower-most row 
(shaded in green) are fixed, they form a wall sup-
porting the pile. The others move when θ is in-
creased beyond the critical slope θc. There are ten-
sile forces acting at the indicated capillary bridges 
along the uphill direction of the pile. The force bal-
ance for the grain at the top of the tree amounts to 
fup eup + fdown edown = mg, where m is the mass of the 
considered particle and g the gravitational accel-
eration. (b) Parameter dependence of the yield an-
gle θc for packings with different height profiles, as 
specified to the right of panel (b): “1+1” denotes one 
layer plus an additional grain in the 2nd layer, and 
“profile” denotes a height profile with voids in the 2nd 
and few particles in the 3rd row. For θ< θc the grains 
stick together. For larger θ the pile topples. All data 
lie on the master curve indicated by the solid red 
line. See Ref. [1] for details.

a) b)

Our model combines a continuum-scale ap-
proach for the computation of the average drag 
force exerted on the grains and a pore-scale de-
scription for determining the force propagation 
in the pile. We consider expanded random close 
packed (crystalline) structures which generalize 
the packing shown in figure 1a from two-dimen-
sional to three-dimensional arrrangements. In 
this setting we analytically determined the fluid-
ization threshold, and identified critical param-
eters for the onset of instability. The control pa-
rameters include i) the capillary number Ca* 
which represents the ratio between de-stabiliz-
ing hydrodynamic viscous forces and stabilizing 
capillary forces, and ii) geometric properties of 
the pile. While the capillary number allows us to 
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identify the order of magnitude of the fluidization 
threshold, structural properties of the pile oth-
er than porosity, have a minor (but still quantifi-
able) effect on the pile stability. Specifically we 
show that the orientation of the crystalline struc-
ture relative to the average drag force exerted 
by the fluid, impacts the onset of instability by a 
factor of 2 (see figure 2).
As a next step we will explore how closely this 
prediction matches the stability threshold for 
disordered packings. First applications will tar-
get the breakup of weak colloidal gels in shear 
cells, and the fluidization of liquid beds.
A setup ideally suited for the latter purpose is a 
liquid bed of monodisperse glas beads (diame-
ter 3μm) placed in a mixture of water and luti-
dine [3]. This mixture has a lower critical point 
slightly above room temperature and, thus, de-
mixes upon increasing the temperature (see, 
figure 3a). If we add glass spheres to this mix-
ture, the formation of capillary bridges takes 
place due to the preferential wetting of the hy-
drophilic spheres by the water-rich phase of the 
phase-separated water-lutidine mixture. Fig-
ure 3b shows a series of confocal images of a 
monolayer of glass beads. The great advantage 
of the water-lutidine system is that the bridge 
formation can be precisely tuned by increasing 

the temperature. Moreover, the bridges disap-
pear within seconds when the temperature is 
decreased below the demixing point due to in-
termolecular diffusion. 
The cluster formation in three dimensional 
packings has been previously studied in our 
group using x-ray micro tomography [4]. Re-
cently, we have also designed a temperature-
controlled fluidized bed setup involving the wa-
ter-lutidine mixture. This setup is currently used 
to study the effect of capillary bridges on the 
fluidization process and the compactification of 
loose packings. 
In addition, the experimental system is ideally 
suited to study the interplay between transport 
through wetting layers on the glass beads, and 
the cohesion of the wet granular assembly. A 
numerical implementation of such a model, em-
ploying the contact dynamics simulation meth-
od, is currently being developed in corporation 
D. Kadau and H. Hermann at the ETH Zürich.

Figure 2
Stability diagram of a granular pile with an extend-
ed hexagonal structure as a function of the capillary 
number Ca* and the orientation θ of the pile with re-
spect to the flow direction. The porosity of the sam-
ple enters the definition of the capillary number. 
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Figure 3
(a) Schematic phase diagram of the water-lutidine mixture, and (b) a series of confocal images taken at increasing tem-
perature. Notice that the images in figure 3b correspond to the points depicted in the phase diagram of figure 3a. The 
temperature in panel A lies below the binodal line and, thus, no bridges are observed. In panel B, we increased the 
temperature to reach the two-phase region of the phase diagram, and the formation of bridges is observed. Panels C 
and D show the increase of the bridge volume and the formation of larger clusters at higher temperatures. The length 
of a scalebar is 150 μm.

a) b)
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II-10 Microfluidics of Nematic Liquid Crystals and Nematic Colloids

noVel colloIdal systems consisting of mi-
crometer-sized particles dispersed in nematic 
liquid crystals have recently attracted large in-
terest [1]. In these systems, the colloidal pair in-
teraction is not of the van der Waals or elec-
trostatic type, but stems from the elasticity of 
the director field of the nematic host. A direct 
manipulation of these systems can be achieved 
by means of optical tweezers. A different ma-
nipulation approach could be the use of forc-
es which are present when the system flows 
through an appropriate microfluidic device. Al-
though the influence of flow on the nematic vol-
ume phase has been studied theoretically and 
experimentally since the early 1970s, the study 
of nematic liquid crystals in the field of microflu-
idics is still at an early stage and a systematic 
study of the influence of the channel dimensions 
and geometry, the anchoring conditions on the 
channel walls, the magnitude of the flow rate, or 
other parameters does not exist. 
We thus started with the study of a pure (with-
out colloidal particles) nematic phase flowing 
through simple straight microchannels. The 
channels, prepared by bonding a PDMS relief 
on a glass substrate, had a rectangular cross 
section (width 50 – 100 micrometer, depth 5 – 
30 micrometer). The plasma treatment, which is 
needed to bond the glass substrate to the PDMS 
relief, causes degenerate planar anchoring con-
ditions on both the glass and the PDMS sur-
face and for our initial studies we did not modi-
fy these conditions. Thus, near all four channel 
walls, the liquid crystal molecules prefer to align 
parallel to a wall but there is no preferred align-
ment direction within the plane of the wall. The 
nematic phase flowing through the microchan-
nel is studied by polarizing optical microscopy 
and fluorescence confocal optical microscopy. 
By varying the flow rate and/or the vertical di-
mension of the channel, different forms of flow- 

and confinement-induced textures and topo-
logical defect structures evolve [2]. For small 
channel depths of 5 – 10 micrometer, we ob-
serve with increasing flow rate the following se-
quence of structures: (i.) disclination lines con-
necting the top and bottom walls of the channel 
(and thus being oriented perpendicular to flow) 
moving in the direction of flow leaving a set of 
parallel π-walls behind, (ii.) disclination lines 
aligned parallel to the flow direction and pinned 
with both ends on a channel wall, (iii.) disclina-
tion lines, aligned parallel to the flow direction, 
with one end pinned on a channel wall and one 
freely floating end, and (iv.) a chaotic-like re-
gime in which disclination lines and loops are 
freely floating, intertwining, annihilating and 
crossing each other. The same sequence of 
structures is observed when the depth of the 
channel is increased at constant flow rate. Fig-
ure 1 shows the stability regimes of the differ-
ent structures in the channel depth vs. flow rate 
parameter plane. The different flow-induced 
structures are currently studied in detail and we 
started with structure (i.), i.e., the evolution and 
morphology of the π-walls.
A π-wall separates regions which differ by the 
orientation of the nematic director by an angle 
of π. It is not a real “wall” since the director ori-
entation changes continuously when going from 
one region to another. In the microchannel, the 
π-walls are created by the impact of flow on dis-
clination lines of strength ±1 or ±1/2. The discli-
nation lines, which extend from the top to the 
bottom of the channel, are moved downstream 
by the flow and leave a set of parallel π-walls 
behind which extend up to several hundred mi-
crometers in length. They appear as alternat-
ing dark and bright stripes between crossed po-
larizers (figure 2). The detailed structure of the 
π-walls can be manipulated to some extent by 
varying flow rate and direction [3].
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Figure 2
Creation of π-walls by a disclination line of strength 
-1 moving along the flow of the nematic liquid crys-
tal. The disclination line is parallel to the z-coordinate, 
i.e., it connects the bottom and the top wall of the 
shallow microchannel. The following images show the 
xy-plane. (a) Unpolarized micrograph: the dark point 
indicates the scattering of light by the disclination line 
(perpendicular the image plane) at the leading end of 
the forming π-wall structure. (b) Micrograph between 
crossed polarizers: the alternate dark and bright re-
gions are caused by the continuous change of the di-
rector orientation. (c) Schematic representation of di-
rector field in the xy-plane. (d) After the passing of 
several disclinations, the microchannel is filled with 
several parallel π-wall sets.

Preliminary studies of nematic liquid crystals 
containing colloidal particles have shown that 
the flow-induced structures like π-walls and dis-
clination lines can be used to guide the trans-
port of the particles through the microchannels 
(figure 3). A key point for the continuation of 
these studies will be the use of channels pos-
sessing other anchoring conditions (unidirec-
tional planar, homeotropic, tilted) on the chan-
nels walls, since the anchoring of the nematic 
director will essentially determine the details of 
the flow-induced structures.

Figure 1
Flow-induced structure regimes in a nematic liquid 
crystal as a function of the mean flow velocity and 
channel depth. Green squares: π-wall generation by 
moving disclinations; red diamonds: generation of dis-
linations pinned with both ends on the channel wall; 
blue triangles: generation of disclinations with one 
freely floating end; turquoise triangles: “chaotic” re-
gime. Inset shows the dependence of the regimes on 
volume flow rate and channel depth.

Figure 3
Capture of a colloidal parti-
cle (diameter 5 micrometer) 
by a disclination line which is 
aligned parallel to the flow di-
rection of the nematic liquid 
crystal; once the particle is 
trapped, it follows the course of 
the disclination. The time dif-
ference between the micro-
graphs is 0.1 seconds. 
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II-11 surfactant advection to Interfaces

droPlet-based microfluidics is proven a 
very effective tool for the miniaturization and 
automation of biological assays, for exam-
ple, for single cell analysis, DNA screening or 
drug screening [1-4]. In order to reliably func-
tion as microreactors, the droplets have to ful-
fill three major constraints: they must be stable 
against coalescence (they should not fuse), bio-
compatible (they should not influence the bio-
chemical reaction), and their components must 
remain encapsulated over time (they must be 
tight). These three properties are controlled by 
the surfactant molecules which (i) stabilize the 
droplets against coalescence [5-6], (ii) influence 
cell viability in droplets [7] and (iii) modify the 
transport properties of molecules as demon-
strated in the case of model drugs in water-in-
oil microemulsions [8].
The fine control of the droplet size distribution, 
of droplet actuation and the accessibility of 
short timescales (~ 1 ms) in microfluidic emul-
sification – hardly achieved in bulk-emulsifica-
tion – makes it appealing as a new tool to study 
quantitatively the physics and physical chemis-
try of interfaces and emulsions (figure 1).
We first studied the influence of surfactant dy-
namics on emulsion stabilization against co-
alescence. In classical emulsification process-
es, surfactants play two roles: first, they reduce 
the interfacial tension, facilitating droplet defor-

mation and rupture and second, they reduce 
droplet coalescence. Here we use a microflu-
idic emulsification system to completely uncou-
ple these two processes, allowing stabilization 
against coalescence to be studied quantitative-
ly, and independently of droplet formation. We 
have demonstrated that, in addition to the clas-
sical effect of stabilization by an increase of sur-
factant concentration, the dynamics of absorp-
tion of surfactant at the water-oil interface is a 
key element for droplet stabilization. Microfluid-
ic emulsification devices can therefore be tai-
lored to improve emulsification while decreas-
ing the concentration of surfactant by increasing 
the time before the droplets first come into con-
tact (figure 2). 
The dynamics of surfactant adsorption was here 
indirectly measured through coalescence proba-
bilities. We are now developing a direct measure-
ment of the surfactant adsorption using a micro-
fluidic chip for surface tension measurement. It 
has proven very difficult to study the short-time 
dynamics of surfactant adsorption at the water-oil 
interface at the millisecond time-scale using con-
ventional techniques. For example, in the stan-
dard pendant drop technique used to measure 
surface tension, a few seconds are required to 
obtain the mechanical equilibrium of the droplet. 
The early time kinetics is therefore hidden. Micro-
fluidic devices allow the preparation of highly con-

Figure 1
Example of the production of a water in oil emulsion 
in microfluidics by flow-focussing (left), and picture 
of the emulsion platted on a glass slide. The droplet 
produced in microfluidics are monodisperse and sta-
bilised by a surfactant to prevent coalescence. Here 
the droplet diameter is about 100 microns. The con-
trol of volumes and interfaces makes it appealing for 
the study of interfacial phenomena. 
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trolled monodisperse droplets, at frequencies of 
kHz or higher. We are now developing microflu-
idic devices to measure surface tensions on chip 
at time scales of the order of 1 ms. Taking advan-
tage of the high throughput of the microfluidic de-
vices, we have access to large number of mea-
surements in one single run which increases the 
accuracy of our measurement by providing sta-
tistically relevant data. We have designed here a 
microfluidic chip with a series of consecutive ex-
pansion chambers where hydrodynamic stress 
forces the droplet to deform (figure 3). By mea-
suring the response of the droplet to the forcing 
we have access to surface tension measurement 
at the millisecond timescale. Finally, we combine 
these measurements with numerical simulation of 
droplet deformation in microchannels for a better 
understanding of the interactions between the hy-
drodynamic stress and the resulting deformation 
of the droplet (see section V.7).   
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Figure 2
Microfluidics for the study of coalescence. Sketch of the device and measurements of droplet stability as a function 
of incubation length L for a fixed concentration of surfactant (C = 10-3 g/g). (a) L = 1 mm (incubation time of 7 ms); the 
emulsion is unstable as measured by the area distribution of the droplets showing peaks corresponding to fusion of 2, 
3,.. droplets (A0 = 1914 μm² is the area of the non fused droplets). (b) L = 5 mm (incubation of 36 ms); the proportion of 
fused droplets is less than 10-3 (A0 = 2028 μm²). Increasing the length of the channel after production helps stabilize 
emulsions [9]. 

Figure 3
Microfluidics for surface tension 
measurements. Measuring the 
deformation of droplet in a flow 
field will provide means to mea-
sure surface tensions at the mil-
lisecond timescale (droplet size 
is 100 microns). We are using 
this system to measure the dy-
namics of surfactant adsorption 
to interfaces. 
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II-12 Micellar transport in emulsions

In sectIon II-11, we focused on the adsorp-
tion of surfactants towards interfaces which is 
a key to understand the stabilization of emul-
sions at short time scales [1]. Once the emul-
sion is formed, it is a system out of equilibrium 
since the energy of the system is larger than 
the energy of a system where the two immisci-
ble phases are separated [2]. Surfactant stabi-
lize the system by providing an energy barrier 
to be overcome to destabilize this metastable 
system. Therefore the long term destabilization 
of the emulsion is a dynamic problem and here 
once again the surfactant plays a key role in 
this process. 
One way to destabilize emulsion at large time-
scale is through the exchange of molecules be-
tween droplets and we address here the ques-
tion of transport of molecules in an emulsion. 
Two types of molecules can be exchanged be-
tween the droplets of the dispersed phase; 
the molecules of the solvent of the dispersed 
phase itself (Ostwald ripening) or molecules sol-
ubilised in the dispersed phase. Using a fluori-
nated oil as the continuous phase of the emul-
sion, the solubility of molecules in the oil phase 
is limited. We can then focus of the influence of 
surfactant molecules on the transport dynam-

ics. Understanding the transport of molecules 
in emulsions is not only beneficial for the opti-
mization of microreactors for biochemical ap-
plications, but is of relevance for phase separa-
tion applications [3] or (bio-)chemical synthesis 
in emulsions [4] where the exchange rate of 
reagents controls the reaction. The ability of 
droplets to exchange material is also a key to 
understand collective behavior in droplets as-
semblies, as observed with Belousov-Zhabotin-
ski reaction in droplets [5, 6]. 
The study of solubilisate exchange has already 
been performed in bulk systems [7], but these 
studies do not capture the microscopic details of 
the exchange at the single droplet or interface lev-
el. Recently, microfluidic systems have been de-
veloped for the measurement of the transport 
of molecules between two droplets demonstrat-
ing the capabilities of microfluidics for quantita-
tive analysis of the exchange process [8]. Here, 
we address the dynamics of molecular exchange 
between droplets in emulsions. We measure ex-
perimentally the relaxation to equilibrium of an 
emulsion (produced in microfluidics) contain-
ing droplets with different concentration of a flu-
orescent probe (figure 1). The packing geometry, 
the dimension of the system and the number of 

Figure 1
Using microfluidic systems we can control the emulsion composition in a very well defined manner: size, composition, dif-
ferent, ratio of the different populations... These emulsions constitute model tools for the study of transport in complex fluids. 
Left: two droplet populations are produced with different sizes using hydrodynamic coupling of two nozzles [10]. Right: Emul-
sion produced in microfluidics (droplet diameter is about 40 microns) with two different concentrations of fluorescein (epiflu-
orescence microscopy). 
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closest neighbors are ingredients to take into ac-
count, besides the effect of the surfactant concen-
tration or of the chemistry of the molecule to be 
exchanged. Using microfluidic systems, we can 
control the arrangement of droplets, their pack-
ing [9] and the initial condition on the concentra-
tion of the molecules in the droplets: we can tune 
on-demand the local distribution of molecules in 
1-dimension, 2-dimensions or 3-dimensions and 
measure the equilibration of the system (see for 
example figure 1). We observed that the local vari-
ations in concentrations are damped with a short 
time scale while the long-range variations are 
damped much slower. Hence, a single exchange 
rate parameter defined at the droplet level (micro-
scopic rate) is not sufficient to describe the kinet-
ics at the emulsion scale (macroscopic rate). The 
emulsion in its whole has to be considered. We 
combine our experiments with extremal model 
for the exchange. Although the exchange prob-
lem is in fact diffusion-like, we can make use of 
emulsions to study these diffusion processes un-
der conditions that have not been studied yet. In-
deed we can prepare a system with large local 
variations in concentration (droplet to droplet vari-
ation) and measure the relaxation of the concen-
tration from the scale of droplet pairs to the scale 
of the whole emulsion (up to several millions of 
droplets). Such an experiment is hardly possible in 
bulk and besides its interest for emulsion scienc-
es would also be of interest as a new model sys-
tem to probe diffusion processes at short length 
and time-scale. The knowledge gained from this 
type of studies will be beneficial for the design and 
understanding of soft autonomous microsystems 
– for example microrobots – where the motion of 
such element can be controlled by local gradients 
in concentrations of a ‘fuel’ chemical compound 
[6]. This project has an extension in the propos-
al for the Second Funding Period of the SFB-755 
which has been positively evaluated in January 
2011. In this SFB project, we want to use fluores-
cence tools and X-Ray visualisation techniques to 
look at the details of membranes and surfactant 
structures through which transport occurs. 
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Figure 2
Transport of dye molecules and formation of lipid  
bilayers. Microfluidics provide tools to study the  
formation of bilayer. (a) Gel emulsion in a chan-
nel (500 μm wide) at very low volume fraction of the 
continuous oil phase (below 10%). (b) Micrograph of 
an emulsion like the one shown in (a), taken at the 
fluorescence wavelength of the dye (di-4-anepps) 
which was fed into the upper row of droplets. Illu-
mination is by UV light. Left: as prepared. Right: a 
few seconds later, when membranes have formed. 
Reprinted from [6]. The formation of such layers 
has potentially a large influence on the dynamics of 
transport between the droplets.
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II-13 Wetting of elastic substrates

the InterPlay between the elasticity of a po-
rous matrix, its geometry and wettability proper-
ties can give rise to a wide variety of interesting 
phenomena ranging from spontaneous symme-
try breaking and pattern formation to anomalous 
imbibition dynamics [1]. Examples for elastic 
materials which change their mechanical prop-
erties drastically between the wet and the dry 
state are biological materials like leather, wool, 
or sponges, as well as industrial products such 
as solidified foams made of soft polymeric ma-
terials or disordered assemblies of fibres used 
in aerosol filters, just to name a few. Wetting of 
macroscopic fibre networks is relevant to many 
industrial production processes and applica-
tions, in particular, to textile industry. The im-
pact of wettability on the shape of a liquid droplet 
resting on one or two cylindrical fibers has been 
recently demonstrated both in numerical calcu-
lations and in electrowetting experiments [2].
To study the mechanical properties of wet fi-
brous materials we developed a discrete el-
ement model that accounts for the aligning 
torques generated by elongated capillary bridg-
es as proposed by Virozub [3]. Using this mod-
el we started our investigations with effectively 
two-dimensional networks similar to the Pois-
sonian (“Mikado”) model proposed to study ac-
tiv networks [2]. In our model, a capillary bridge 
is formed instantaneously once a crossing of 
two fibers is formed. This process corresponds 
to a capillary condensation at fixed undersatu-
rated vapor of the wetting liquid. In contrast to 
most other models of fiber networks, the cap-
illary bridges represent mobile bonds as their 
position on the fibers is not fixed. The aligning 
torques are counterbalanced by elastic forces 
that build up in the network in response to the 
deformations. At a certain threshold strength of 
the capillary bridges, the fibers start to bundle 
which leads to heterogeneous distribution of the 

wetting liquid. This heterogeneity in terms of the 
density of fibers and capillary bridges can be 
seen in the snapshots shown in figure 1.
The interplay between elastic deformations and 
capillary forces can be observed in wetting ex-
periments on topographically structured sub-
strates made of elastic silicone rubber (PDMS) 
[4]. Thus one observes ordered breath figures 
during condensation of water droplets on a hy-
drophobic PDMS substrate equipped with an 
array of parallel lamellae, cf. the series of mi-
crographs shown in figure 2a. In this case the 
aspect ratio of the lamellae, i.e. the ratio of la-
mella height to lamella width is higher than 3.5. 
The time sequence in figure 2 demonstrates 
that the order of the droplets strongly increas-
es as the condensation proceeds. A lateral or-
dering effect is absent on hydrophilized PDMS 
samples. Instead, neighboring lamellae col-
lapse in a zipper-like motion (figure 2b). Only a 

Figure 1
Sequence of snapshots of a wet elastic fiber net-
work simulation. Crossing fibers (red lines) deform 
under the action of capillary bridges (blue squares) 
and form bundles. The fiber network is mechanical-
ly relaxed in the presence of a viscous fluid.
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small number of defects per row are observed 
in the final configuration which indicates that 
the pairing process is initialized in few sites and 
quickly spreads over the whole sample.
To understand the experimental findings we 
started to investigate the equilibrium profiles 
of the lamella in a simplfied model that allows 
to solve the shape equation analytically. In this 
model the lamellae is treated as a thin elastic 
plate which is deformed under the action of in-
terfacial forces and the Laplace pressure of the 
liquid. To further reduce the complexity of the 
problem we considered first solutions being 
translationally invariation along the direction of 
the lamellae, i.e. an effectively two-dimension-
al system. Despite these simplifications one ob-
serves a rich spectrum of possible states which 
is due to multiple solutions for given control pa-

Figure 2
a) Breath figures of water droplets condensing on a native hydrophobic PDMS substrate with linear surface grooves at 
time t=0 and at t=18min. b) Zipper motion of collapsing lamellae on a hydrophilic PDMS surfaces. The aspect ratio of 
the grooves and ridges is 3 and 5.9, respectively.

a) b)
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rameter liquid volume, elasticity, and aspect ra-
tio of the distance between neighboring lamel-
lae.
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II-14 dynamics of moving contact lines on heterogeneous surfaces

three Phase contact lines between two fluid 
phases moving on a heterogeneous and rough 
substrates are encountered in many every-
day phenomena such as rain droplets running 
down the leafs of a tree or a dirty window pane. 
A thorough understanding of the contact line 
dynamics on chemically heterogeneous and 
rough surfaces is relevant to a large number of 
industrial processes and applications such as 
coating of surfaces by liquid films or immiscible 
two phase flow in porous media, to name a few. 
Since the discovery that the problem of a mov-
ing contact line on a rigid substrate for a no-slip 
boundary condition may become ill-defined in a 
continuum picture, [1] a large number of models 
have been proposed to circumvent these prob-
lems. However, only recently the effect of het-
erogeneity and roughness on the dynamics of 
a liquid front has been included into a descrip-
tion of the contact line dynamics [2]. 
One of the starting points of this project is the 
depinning of contact lines from surface topog-
raphies such as regular patterns of posts with 
circular or square cross section. Employing nu-
merical minimizations of the interfacial ener-
gy we were able to predict the static advancing 
and receding contact angle of a droplet resting 
on various geometrically structured surface [3]. 
A closer inspection of the depinning transition 
from square posts revealed that more than one 
mode of advancement of the contact line is en-
countered in certain regions of the control pa-
rameter aspect ratio of the posts and material 
contact angle of the substrate. At material con-
tact angles slightly above 45°, one observes a 
qualitatively different behavior of the advancing 
contact angle as function of the post spacing 
which is due to coalescence events of the wet-
ting liquid ahead of the front. In other words, 
the liquid flows around a post rather than de-
taching from it. Currently, the impact of post ge-

ometry on the appearance of different advanc-
ing modes is investigated comparing posts of 
square and circular cross section to square ar-
rays of spherical caps. 
The dynamics of a contact line moving on a 
plane but chemically heterogeneous substrate 
is investigated using two substantially differ-
ent approaches. In the first approach, we solve 
the standard continuum problem taking into ac-
count the position dependent wettability of the 
substrate as shown in figure 1a. The second 
method is a particle based mesoscale simula-
tion technique belonging to the class of Multi-
particle Collision Dynamics (MPC) which allows 
for the transport of momentum and mass and, at 
the same time, for a phase separation of parti-
cles with different color, see also figure 2.
In the first approach the steady Stokes equation 
is solved for incompressible fluids using bound-
ary element methods, as we assume the Reyn-
olds numbers of the immiscible two phase flow 
to be small. To relief the stress singularity we 
impose a partial slip boundary condition on the 
substrate and resolve the contact line region on 
the scale of the slip length in order to avoid a 
“numerical slip”. A position dependent micro-
scopic contact angle at the two contact points 
can be prescribed by means of the interpolation 
scheme of the liquid-fluid interface. To keep the 
level of complexity low, we started our investiga-
tions with the apparently simple problem of the 
droplet mobility on plane substrates with a sinu-
soidally varying wettability. Inspection of figure 
1 shows that the terminal droplet velocity for dif-
ferent amplitudes of the wettability shows a dis-
continuous behavior. Such a discontinuous be-
havior has already been found describing the 
droplets by a thin film equation, i.e.in the long 
wavelength limit [4].
In order to extend our understanding of contact 
line dynamics to smaller length scales we em-
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Figure 1
a) Boundary element simulation of a drop-
let in two dimensions moving on sinusoi-
dally varying wettabiliy with amplitude e for 
zero average wettabiliy (contact angle 90°) 
and driven by gravity g acting horizontal-
ly. Shown are the velocities of the front and 
back contact line as function of time for a 
series of wettabiliy amplitudese. b) Terminal 
average droplet velocity as function of driv-
ing g for different wettabiliy amplitudes.

research

ploy a mesoscale model of the immiscible two 
phase flow that captures the relevant physics 
and coarse-grains the irrelevant atomistic de-
tails [5]. The multicolor model of Inoue employs 
successive free-streaming and local multi-parti-
cle collision steps [6]. In each of these effective 
collision steps the total color flux is aligned with 
the color gradient. In this way a separation of 
particles with different colors is induced. Differ-
ent wettabilities are introduced by placing virtu-
al particles of certain color into the walls. Figure 
2 shows a series of droplets for different wetta-
bility. Besides the interaction of the fluids with 
the wall these virtual particles are necessary to 
obtain the correct fluid dynamic boundary con-
dition at the walls.
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Figure 2
a) Top left: Snapshot of the particle config-
uration of a 2D wetting droplet in a simu-
lation using the modified multicolor model. 
Top right and lower row: Average drop-
let shapes for different interaction with 
the walls as given be the paramtere Kab, 
and driving strength f. b) Coarsening of 
a phase separating two component fluid 
mixture in a porous medium for a high wet-
tability of the yellow phase and a poor wet-
tability of the black phase on the substrate. 
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II-15 Integrable systems and related Mathematical structures

InteGrable systeMs frequently appear 
as approximations or special cases of physical 
models, ranging from fluid dynamics to string 
theory. Classical integrable systems with an infi-
nite number of degrees of freedom are given by 
nonlinear partial differential or difference equa-
tions (PDDEs) for which there are – not neces-
sarily easy to apply – methods to solve them in 
an exact way. Corresponding solutions often ex-
hibit unexpected features, like solitons or soli-
ton-like structures. A famous example in two 
spatial dimensions is the Kadomtsev-Petviash-
vili (KP) equation, which in particular describes 
shallow water surface waves that form network-
like patterns (see [1] for a recent review).
 
combinatorics of KP-II line solitons
Although the line soliton solutions of the KP-II 
equation have already been known since more 
than thirty years, their combinatorial structure 
has been investigated only quite recently (see 
[1] and references therein). In [2] we addressed 
the problem of characterizing the full evolution 
in a “tropical” approximation. Complete results 
were obtained for the subclass of tree-shaped 
line soliton patterns given by

where pk,ck, k = 1,...,M + 1, are real constants. 
Using a tropical approximation (“Maslov de-
quantization”), we have logτ ≅ max {θ1,θ2,...θM+1}.  
In a plot of logτ, KP line solitons then corre-
spond to the boundary lines between planes as-
sociated to regions where one of the phases θk 

dominates. It turns out that the above solutions 
describe rooted planar trees that are binary ex-
cept at certain transition events (coincidences 
of more than three phases). The essential infor-
mation about the evolution resides in the coor-
dinates of the latter events, which depend on 
the constants pk, ck. They can indeed be ex-

plicitly determined for any M > 1. In the tropical 
approximation, a soliton solution in the above 
family thus corresponds to a chain of rooted pla-
nar binary trees. Moreover, a transition from one 
tree to the next is given by a right rotation [3, 
4], see figure 1 and figure 2. Depending on the 
values of the parameters pk, ck, there are dif-
ferent chains. It turns out that each soliton so-
lution from the above family determines a maxi-
mal chain in a Tamari lattice, see figure 3. 
Originally, Tamari lattices appeared as partial-
ly ordered sets (posets) where the elements 
are given by proper parenthesizations of a se-
quence of M + 1 letters and the ordering given 
by rightward (or alternatively leftward) applica-
tion of the associativity rule: (ab)c → a(bc). For 
a word with four letters (M = 3), there are two 
possible chains, namely 
((ab)c)d → (a(bc))d → a((bc)d) → a(b(cd)),
((ab)c)d → (ab)(cd) → a(b(cd)).
These two chains form a pentagon, which is 
the Tamari lattice T3. The associativity lattices 
first appeared in Dov Tamari’s doctoral thesis 
in 1951, written at the Sorbonne in Paris (see 
also [5] and figures 4 and 5). In a quite obvious 
way, parenthesizations of words are in bijection 
with rooted planar binary trees, and the right-
ward associativity rule translates into the right 
rotation in a tree. Tamari lattices can be viewed 
as poset structures on a special class of convex 
polytopes, called associahedra. They appeared 
in Jim Stasheff’s thesis in 1961 (see also [6]). 
There are more general KP-II line soliton solu-
tions that are no longer trees. In good approxi-
mation they can be understood as superimposi-
tions of solutions from the above tree class [2], 
though this picture does not yield a simple un-
derstanding of solutions obtained via certain co-
incidence limits of involved parameters. Apart 
from this and to the extent to which the KP-II 
equation describes shallow water waves (cf. [1]), 
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we conclude that underlying their evolution is a 
very simple rule: right rotation in a tree. 

bidifferential calculus approach to integra-
ble Pddes
This framework [7] may be regarded as an ab-
straction of the essential structure underlying 
the self-dual Yang-Mills (sdYM) equation, which 
is well-known for generating many integrable 
PDEs by symmetry reductions. Two familiar po-
tential forms of the sdYM equation generalize 
to dd–dϕ = dϕdϕ and d(

–
dg g-1) = 0, where d– and 

d are antiderivations of degree 1 acting on a 
graded algebra, such that d 2 = d–2 = dd–+ d–d = 
0. With suitable choices of d, d–, and suitable re-
ductions, the equation for ϕ respectively g gen-
erates various integrable equations. The bidif-
ferential calculus framework treats continuous 
and discrete equations (and whole hierarchies) 
on an equal footing. In [8] a unified derivation of 
soliton solutions of matrix nonlinear Schröding-

Figure 1
Contour plots at t= –30,0,30 of the exact KP-II line soliton solution with M = 3, p1 = –1,p2 = –1/2,p3 = 1/4,p4 = 1 and ck = 
0. The evolution corresponds to a right rotation, see also figure 2.

Figure 2
Right rotation in a tree. Such a transition may take 
place somewhere in a bigger tree. tijkl is the time at 
which the four phases θi,θj,θk,θl coincide. The graphs 
only depict the qualitative tree structure of a solution. 
As seen in figure 1, the branch that “rotates” inside 
the tree does not change orientation, it is rather paral-
lel-transported along the bounding branches. 

Figure 3
The Tamari lattice T4 in terms of rooted planar bina-
ry trees. The partial order is downwards (by right rota-
tion). The numbers assigned to the edges refer to tran-
sition times. For example, 1345 stands for t1345, the time 
at which the four phases θ1,θ3,θ4,θ5 coincide. The high-
est node is the asymptotic soliton tree pattern as t → 
–∞. The possible evolutions are given by the downward 
chains ending in the lowest node, which is the asymptot-
ic soliton tree pattern as t → +∞. Which chain is realized 
depends on which of the available transition times in the 
next step comes first, and this in turn depends on the 
parameters in the solution formula. 
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Figure 4
Dov Tamari (1911-2006), born as Bernhard Teitler in 
Germany, emigrated to Palestine in 1933, became a 
professor of mathematics at the Technion in Haifa and 
later professor of SUNY at Buffalo, USA. This year 
(2011) would have been Tamari’s hundredth birthday. 

Figure 5
Excerpt from Tamari’s thesis (Paris, 1951), repre-
senting the lattice in figure 3 as a poset structure on 
the associahedron.

er (NLS) systems and their discretizations has 
been presented. A corresponding treatment of 
matrix AKNS hierarchies appeared in [9], also 
featuring a new integrable vector version of the 
short pulse equation. 

Further recent work related to integrable Pddes
A study of noncommutative (e.g. matrix) ver-
sions of the BKP and CKP equations and hierar-
chies appeared in [10]. A nonassociative struc-
ture that emerged from an exploration of the 
(noncommutative, e.g. matrix) KP hierarchy [11] 
led to powerful methods in the theory of quasi-
symmetric functions [12].
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disorder in space and time, stochasticity
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III-1 statistics of eukaryotic chemotaxis 

cheMotaxIs, the directed motion of cells in 
a chemical gradient, plays a central role in the 
life of both prokaryotes and eukaryotes. It is es-
sential for various processes like wound heal-
ing, cancer metastasis, or embryogenesis. One 
of the most widely studied model organisms for 
eukaryotic chemotaxis is the social amoeba 
Dictyostelium discoideum, which shares many 
of its biochemical pathways with mammalian 
cells. After six hours of starvation, Dictyostelium 
becomes chemotactic to cAMP, and shows di-
rectional motion in gradient profiles whose mag-
nitudes range over four decades [1]. 
Quantitative studies of Dictyostelium chemotax-
is have started more than 30 years ago, reporting 
the evolution of the chemotactic index (CI) – the 
ratio between the length of a cell track in the gra-

dient direction and the total length of the track – 
as a function of the gradient of cAMP [1-4]. How-
ever, a comprehensive interpretation of the data 
was hindered by the fact that Dictyostelium cells 
are not only sensitive to the gradient of cAMP, but 
also to the average concentration of cAMP that 
surrounds them [4]. For this reason, no unambig-
uous relationship between the CI and the gradi-
ent is found, when different data sets from the lit-
erature are compared (see figure 1a). The aim of 
our work was two-fold. First, we derived a univer-
sal scaling that allowed collapsing the data sets 
from figure 1a on a single curve (figure 1b). Sec-
ond, we implemented a stochastic description of 
chemotactic cell motion in terms of a Langevin-
type equation. This description goes beyond the 
traditional measure of the CI in that it takes fluc-

Figure 1
(a) Chemotactic index as a function of the gradient of cAMP. Filled black circles: our data for linear concentration pro-
files running from 0 to a concentration cmax. Empty black circles: our data for linear concentration profiles running from 
cmin ≠ 0 to cmax. Blue diamonds: data from Fuller et al. [4]. Cyan crosses: data from Varnum and Soll [2]. Red squares: 
data from Fisher et al. [3] (full squares: figure 5, empty squares: figure 6 in [3]). Green triangles: data from Bosgraaf 
et al. [5]. (b) Chemotactic index as a function of the signal to noise ratio at the level of the second messenger. All data 
collapse onto one universal curve. 
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tuations into account and provides a model in the 
form of a stochastic differential equation.
Let us first turn to the question of a unifying scal-
ing for the data sets displayed in figure 1. The first 
step of the chemotactic process is the binding of 
cAMP to the Dictyostelium cAR1 receptor at the 
cell membrane. In our previous work, we showed 
that Dictyostelium is able to sense extremely shal-
low gradients [1]. A difference in the receptor oc-
cupancy between cell front and back of only 10 to 
100 molecules is required to induce a directional 
response. From this observation we can conclude 
that a full understanding of the evolution of the CI 
with the cAMP profile has to take into account that 
binding and unbinding of cAMP to the receptor is 
a stochastic process. Thus, at a given gradient val-
ue, fluctuations in the difference of the receptor oc-
cupancy increase with the average concentration 
of cAMP. These fluctuations are transmitted in the 
intracellular chemotactic signaling network. An es-
timate of the fluctuations at the second messenger 
level inside the cell is provided in [8], where a sig-
nal to noise ratio (SNR) is defined, comparing the 
fluctuations in the intracellular second messenger 
gradient to its average value. For a thorough test of 
the definition of the SNR given in Ref. [8], we used 
microfluidic devices to produce linear gradients of 
cAMP with systematically varying cAMP gradient 
and average concentration. Cells were automat-
ically tracked over 40 minutes with a time-lapse 
of 40 seconds [7]. For more than 700 cell tracks 
the CI as well as the SNR were estimated at each 
point in using the values of the gradient and of the 
local background concentration [6]. The resulting 
data, binned according to the value of the SNR, 
shows that the CI continuously grows until the 
SNR reaches unity [6]. Note that cells in the same 
bin experience the same SNR but in general differ-
ent gradients and different average cAMP concen-
trations. Moreover, all data sets from the literature 
match this curve. We thus conclude that the SNR 
at the level of the second messenger, in our case 
the G protein, is the key quantity that controls the 
chemotactic behavior of Dictyostelium. 
In future work, we will test the role of the SNR, 
using Dictyostelium mutant cells that underex-

press or overexpress the cAR1 receptor or the 
G protein. We will furthermore extend the SNR 
analysis to neutrophil chemotaxis, and com-
pare the chemotactic efficiency of neutrophils 
with the performance of Dictyostelium cells at 
a given SNR. Finally, we will design a micro-
fluidic channel in which the concentration pro-
file of cAMP is such that the SNR is constant 
throughout the channel. This will give us opti-
mal conditions to study the characteristics of 
cell motion such as directionality and persis-
tence length under what the cell perceives as a 
constant stimulus.
For a more thorough understanding of chemo-
tactic cell motion that goes beyond population-
averaged quantities like the CI, we developed 
a description in terms of a Langevin-type sto-
chastic differential equation. It is derived direct-
ly from experimental data using a technique pi-
oneered in Ref. [9]. This method is based on 
a separation of the deterministic and stochas-
tic parts of cell motion using conditional aver-
ages. Prior to the analysis of chemotactic cell 
motion, we applied this approach to random 
movement of Dictyostelium cells [11]. The sep-
aration into deterministic and stochastic parts 
of the movement shows that the cells under-
go a damped motion with multiplicative noise. 
Both contributions to the dynamics display a 
distinct response to external physiological stim-
uli. In particular, we found that the determinis-
tic component depends on the developmental 
state and ambient levels of signaling substanc-
es, while the stochastic part does not. More-
over, an analytic expression for the velocity dis-
tribution function was derived from this model.
In the case of chemotactic data, angle resolved 
conditional averaged were applied to obtain the 
deterministic and stochastic contributions to di-
rectional cell motion. In agreement with our re-
sults on random (non-chemotactic) cells, we 
found linear deterministic damping and multipli-
cative noise [6, 12]. In the presence of an ex-
ternal gradient, however, the deterministic part 
shows a clear angular dependence that takes 
the form of an additional force pointing in gradi-
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ent direction. The stochastic part, on the other 
hand, does not depend on the orientation of the 
external cue. With increasing gradient steep-
ness, both speed and directionality of the che-
motactic motion go through a maximum that 
coincides with a maximum in the CI. Numeri-
cal simulations of our probabilistic model yield 
quantitative agreement with the experimen-
tal distribution functions of velocity and prop-
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agation angle. In summary, the separation of 
cell motion into a deterministic and a stochas-
tic part can be related to physiologically distinct 
processes. The Langevin equation is therefore 
a tool that (i) allows us to describe the full tem-
poral evolution of cell motion, leading, e.g., to 
the histograms of cellular velocity and (ii) pro-
vides us a better insight into the different parts 
and mechanisms of cell motion.
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III-2 transport in correlated Weakly disordered systems – stochas-
tic theory of random caustics

eVen the smallest fluctuations of a medium 
can have dramatic influence on the properties 
of wave or particle flows penetrating it. This is 
most strikingly observable by the appearance 
of large density fluctuations in the flow caused 
by weak, correlated random disorder poten-
tials varying only on energy scales of a few per-
cent of the kinetic energy. These density fluctu-
ations appear in typical branch-like structures 
as illustrated in figure 1. Such branched flows 
have been observed on a wide range of spatial 
scales, from the branching of electron flows in 
semiconductor microdevices [1] to the branch-
ing of sound waves in the oceans on scales of 
thousands of kilometers [2]. It is also believed 
to be a mechanism underlying the formation 
of freak ocean waves and tsunamis [3], and is 
closely related to the theory of rain shower ac-
tivation in turbulent clouds [4].
Our research is aimed at understanding the 
mechanisms behind the branching of flows and 
at quantifying the frequency and intensity with 

which branches occur, depending on the prop-
erties of the disorder potential underlying the 
flow. The analytical and numerical research 
is performed in the context of two-dimension-
al Hamiltonian systems, using spatially varying 
Gaussian random fields as our model disorder 
potentials. 
Branching is caused by the formation of random 
caustics, i.e. regions where the particle or wave 
flow is randomly focused by the consecutive ac-
tion of the random forces of the disorder potential, 
and thus the study of branching is also a study of 
the singularities of the flow, where the classical 
ray density diverges and the corresponding wave 
intensity is very high. The birth of a branch is illus-
trated in figure 2, where the classical analogues 
of a wavefront propagating through time (the eq-
uitemporal lines of the flow) are shown in position 
and phase space. Once the cumulative effect of 
the random potential is such that the wavefront de-
velops turning points in phase space, its projec-
tion onto position space is singular and a caus-
tic is formed. Since the equations describing the 
locations of the caustics are nonlinear and sto-
chastic with correlated noise, the analysis of the 
branch statistics is challenging and only results 
for the far field had been known until recently [5]. 
We have now been able to derive an expression 
for the number of branches for all distances from a 
source [6]. By deriving a scaling relation, we were 
moreover able to show that this quantity follows a 
universal law, valid for a wide range of different pa-
rameters and correlation functions describing the 
disorder (cf. figure 3).
As an application of our theoretical study we 
have recently shown branching to have a dra-
matic effect on the direct current response prop-
erties of semiconductor microdevices in col-
laboration with experimentalists from the Max 
Planck Institute for Solid State Research [7].

Figure 1
While the individual paths of the rays or particles 
only deviate ever so slightly from straight lines the 
flow exhibits branches of very high density.



114 | MPI For dynaMIcs and selF-orGanIzatIon 

research

[1] e.g. M. A. Topinka et al., Nature 410, 183 (2001), M. P. Jura et al., Nature Physics 3, 841 (2007) 
[2] M. Wolfson, S. J. Tomsovic, Acous. Soc. Am. 109, 2693 (2001)
[3] M. V. Berry, New J. Phys. 7, 129 (2005); M. V. Berry, Proc. R. Soc. A 463, 3055 (2007); E. J. Heller, L. Kaplan and A. Dahlen, J. Geo-

phys. Res. 113, C09023 (2008)
[4] M. Wilkinson, B. Mehlig, and V. Bezuglyy, Phys. Rev. Lett. 97, 048501 (2006)
[5] L. Kaplan, Phys. Rev. Lett. 89, 184103 (2002)
[6] J. J. Metzger, R. Fleischmann and T. Geisel, Phys. Rev. Lett. 105, 020601 (2010)
[7] D. Maryenko, J. J. Metzger, F. Ospald, R. Fleischmann, T. Geisel, V. Umansky, K. v. Klitzing and J. H. Smet, (2011) under review

Figure 2
The top panel shows a flow emerging from a plane source from 
the left, forming a branch. Here the flow density (encoded in 
gray) is very high. The weak random potential causing the ap-
pearance of the branch is colored in white and green (high and 
low potential). In the lower panel, the wave fronts corresponding 
to the straight lines in the top panels are shown in a part of the 
phase space y-vy. At the turning points (purple) which are the 
caustics, the flow density diverges, and upon projection of the 
caustics onto position space these can be seen to constitute 
the boundaries of the branch.

Figure 3
Number of branches Nb in a flow as a function of distance or time t from the source, for different parameters and types 
of disorder potentials. When scaled appropriately, all these curves collapse onto our theoretical prediction [6], shown 
as the solid black line in panel b.
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III-3 the nature of Fluctuations in human Musical rhythms and the 
Measurement of long range correlations

haVe you ever wondered why music generat-
ed by computers and rhythm machines some-
times sounds unnatural? One reason for this 
is the absence of small inaccuracies that are 
part of every human activity. Professional audio 
software therefore offers a so-called humaniz-
ing technique, by which the regularity of musi-
cal rhythms can be randomized to some extent. 
But what exactly is the nature of the inaccuracy 
in human musical rhythms? Studying this ques-
tion for the first time, we found that the tempo-
ral rhythmic fluctuations exhibit scale-free long-
range correlations (LRC), i.e. a small rhythmic 
fluctuation at some point in time does not only 
influence fluctuations shortly thereafter, but 
even after tens of seconds [1]. On the one hand 
this characterization of the rhythmic time series 
is relevant in the study of neurophysiological 
mechanisms of timing and on the other hand it 
also led to a patent for humanizing musical se-
quences [2]. We found that listeners showed a 
high preference for long-range correlated hu-
manized music over conventionally (uncorrelat-
ed) humanized music.
The generation of musical rhythm is a form of 
human dynamics, a field which is presently the 
focus of numerous investigations. Many human 
actions are neither periodic in time, nor fully ran-
dom, but exhibit scaling laws. Examples include 
human coordination [3, 4] and the scaling laws 
of human travel [5]. The neuronal mechanisms 
of timing in the millisecond range are still large-
ly unknown and subject to empirical research 
[6, 7]. 
The preference for a piece of music is influ-
enced by many aspects such as cultural back-
ground and taste. Nevertheless, there are uni-
versal statistical properties of music. Early 
numerical studies indicated 1/f-noise in musical 

pitch and loudness fluctuations [8]. In reverse, 
1/f-noise was used to create stochastic musi-

Figure 1
Presence of temporal inaccuracies in a simple drum 
recording. A professional drummer (inset) was record-
ed tapping with one hand on a drum trying to synchro-
nize with a metronome at 180 beats per minute (a) An 
excerpt of the recorded audio signal is shown. The 
beats detected at times Sn (green lines) are compared 
to the metronome beats (red dashed lines). (b) The de-
viations dn=Sn–Mn fluctuate around a mean of -16.4 
ms, i.e. on average the subject slightly anticipates the 
ensuing metronome clicks. Inset: The probability den-
sity function of the time series is well approximated by 
a Gaussian distribution (standard deviation 15.6 ms). A 
detrended fluctuation analysis of dn is shown in figure 
2c (middle curve).
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cal compositions. Most listeners judged these 
compositions to be more pleasing than those 
obtained using uncorrelated noise.
Here, we investigate the statistical nature of 
fluctuations in complex rhythmical tasks and 
their influence on the perception of musical per-
formances. We examine the correlation prop-
erties of deviations from the exact beats for 
various combinations of hand, feet, and vocal 
performances, by both amateur and profession-
al musicians. 
A simple example of a recording is shown in fig-
ure 1: A test person followed metronome clicks 
beating with one hand on a drum. In all record-
ings the subjects were given metronome clicks 
over headphones, a typical procedure in pro-
fessional drum recordings. We used the metro-
nome grid to compute the inaccuracies of beats 
of complex drum sequences (tasks “drum-
ming”). Furthermore we analyzed recordings of 
vocal performances (tasks “voice”), consisting 
of short rhythmic sounds according to a metro-
nome. For comparison with less complex sen-
sorimotor coordination tasks [4] we also includ-
ed tapping recordings (tasks “tapping”).
A signal is called long-range correlated if its 
power spectral density (PSD) asymptotical-

ly scales in a power law, S(f)~(1/f)β for small 
frequencies and 0<β<2. Negative deviations 
from β=1 involve fluctuations with weaker per-
sistence than flicker noise which is superper-
sistent. Thus, the scaling exponent β is impor-
tant for characterizing the universality class of 
a long-ranged correlated system.  The accu-
rate extraction of these exponents from short 
time series requires very careful data analysis. 
We applied several methods that measure the 
strength  of long-range correlations in short time 
series, namely detrended fluctuations analysis 
(DFA) [4], zero padding PSD, and maximum 
likelihood estimation (MLE), while our choice of 
algorithms was corroborated by ref. [9, 10] (see 
also “How to measure LRC in short time se-
ries” below). 
We found LRC for all tasks and subjects that 
were able to follow the rhythm for a sufficiently 
long time, as shown in figure 2a-b. Surprising-
ly, for over 40% of the recordings the LRC dif-
fer distinctively from the 1/f-type (flicker noise).
Moreover, in an interdisciplinary collaboration 
with the Psychology Department of Göttingen 
University, we tested the preference for music a) 
with uncorrelated temporal fluctuations and b) 
by introducing LRC. The test subjects showed 

Figure 2
Evidence for long-range correlations in 
time series of deviations for drumming, 
vocal and tapping tasks. The tasks corre-
spond to complex drum sequences and 
rhythmic vocal sounds (a) and are com-
pared to hand tapping on the drumhead 
of a drum (b). The time series analysis re-
veals LRC for the entire data set. The ex-
ponents β obtained by different methods 
(maximum likelihood estimation, DFA and 
PSD) show overall good agreement. (c) A 
DFA for three representative time series 
is shown, corresponding to drumming a 
complex pattern with hands and feet si-
multaneously involved (top), tapping (mid-
dle) and vocal rhythms (bottom curve). 
DFA involves calculation of the fluctu-
ation function F(s) measuring the aver-
age variance of a time series segment of 
length s [5]. The power law scaling indi-
cates LRC.
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a strong preference for long-range correlated 
over uncorrelated humanized music, see fig-
ure 3.
This study provides strong evidence for LRC in 
a broad variety of rhythmic tasks such as hand, 
feet, but also vocal performances. Therefore 
these fluctuations are unlikely to be evoked 
merely e.g. by the motor control and mechan-
ics of a limb movement. Another observation 
rather points to mechanisms of rhythmic timing 
that involve memory processes: We found that 
LRC were entirely absent in individuals who fre-
quently lose rhythm and reenter following the 
metronome. This may originate from a resetting 
of memory in the neurophysical mechanisms 

controlling rhythmic timing (e.g. neuronal `pop-
ulation clocks’ [7]). In the other cases, the ex-
istence of strong LRC shows that these clocks 
have a long persistence even in the presence of 
a metronome. Also human EEG data [11] as well 
as interspike-interval sequences of human sin-
gle neuron firing activity [12] showed LRC. Such 
processes might be neuronal correlates of the 
LRC observed here in rhythmic tasks.
In conclusion, the statistical nature of temporal 
fluctuations in complex human musical rhythms 
was studied. We established that the favorable 
fluctuation type for humanizing interbeat inter-
vals coincides with the one generically inherent 
in human musical performances. 

how to measure lrc in short time series
The reliable measurement of long range corre-
lations is not only required for recording of hu-
man dynamics, as this type of correlations has 
been identified as a common property of time 
series from many scientific disciplines. For in-
stance, LRC have been found in environmental 
processes, for trajectories of tracer particles in 
hydrodynamic flows, in granular materials and 
condensed matter physics, neurosciences and 
econophysics.
For modelling purposes and classification tasks 
it is important to determine the strength of LRC 
as accurately as possible and to quantify the un-
certainty of this estimate. We have compared 
four common analysis techniques for quantify-
ing long-range correlations: (a) Power-spectral 
analysis, (b) Detrended Fluctuation analysis, 
(c) Semivariogram analysis, and (d) Rescaled-
Range (R/S) analysis. To evaluate these meth-
ods, we have constructed large ensembles of 
synthetic time series which differ in (i) lengths 
(ii) correlation strengths and (iii) one point prob-
ability distribution (Gaussian, log-normal or 
Levy). We have evaluated the four techniques 
by statistically comparing their performance. 
Our analysis reveals that the performance of 
spectral techniques is in general very good, 
with the maximum-likelihood estimator perform-
ing best, but also the rather simple log-periodo-

Figure 3
Perception analysis showing that 1/f humanized 
music is preferred over white noise humanizing. 
The versions 1/f and WN (white noise) were com-
pared by 39 listeners. Two samples were played in 
random order to test subjects, all singers from Göt-
tingen choirs, who were asked either one of two 
questions: (1) “Which sample sounds more pre-
cise?” (red bar) or (2) “Which sample do you pre-
fer?” (blue bar) The answers to the first question 
provide clear evidence that listeners were able to 
perceive a difference between the two versions (t-
test, p<0.001). Furthermore, the 1/f humanized ver-
sion was significantly preferred to the WN version 
(t-test, p=0.0012).
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gram estimator is not biased and giving con-
fidence intervals of ‘acceptable’ size for most 
practical applications. Detrended fluctuation 
analysis is appropriate for fractional noises with 
positive persistence and with non-heavy-tailed 
and rather symmetric one-point probability dis-
tributions. We do not recommend to use semi-
variogram and Hurst’s rescaled range analysis.
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III-4 statistical Mechanics of static Granular Media

statIstIcal MechanIcs has proven to be 
an invaluable tool for understanding systems 
in and close to thermal equilibrium. However, 
granular media are composed of macroscop-
ic particles with dissipative collisions and fric-
tional contacts; these systems are intrinsicly 
far away from thermal equilibrium. Still the last 
two decades saw the development of an ap-
propriately extended kinetic theory which pro-
vides a good description for dilute, granular 
gases where the only interactions are binary 
collisions [1].
For static granular matter, where enduring, 
frictional contacts prevail, the situation is less 
clear. More than 20 years ago Sam Edwards 
and coworkers proposed a statistical mechan-
ics approach for these systems based on three 
postulates [2, 3]:

1) The microstates of the system are the me-
chanical stable configurations at a given densi-

ty. The logarithm of the number of these states 
provides a configurational entropy.
2) Static packings are athermal and at rest, ki-
netic energy can therefore be neglected. Con-
sequently, volume instead of energy is the rel-
evant extensive variable. The Hamiltonian has 
to be replaced by a function W which gives the 
volume of the system as a function of the coor-
dinates (and orientations) of the particles.
3) The derivative of volume with respect to con-
figurational entropy is a configurational temper-
ature which is called compactivity.
In recent years there has been increased activ-
ity in testing if these postulates can be extend-
ed to a fully-fledged, predictive theory of granu-
lar solids. A good overview can be found in the 
presentations given at the 2009 workshop at the 
Lorentz-center in Leiden [4].
Recent experimental progress in our group is 
here reported along the lines of Edward’s initial 
postulates given above:
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1) The Edward’s approach is only applicable for 
mechanically stable configurations, yet a full 
phase diagram delineating granular solids and 
liquids is still work in progress. Figure 1 outlines 
the boundaries in the volume fraction versus 
pressure respective shear stress planes of the 
phase diagram. While these results are related 
to the Jamming phase diagram (for a recent re-
view see [5]). The frictional nature of granular 
contacts does result in a number of qualitative 
differences [6, 8].
2) The volume function W requires to tessellate 
the space between grains. This is often done 
using Voronoi cells. Figure 2 demonstrates that 
the Voronoi volumes of sphere packings have 
interesting scaling properties which are inde-
pendent of the actual experimental or numeri-
cal protocol used to create the packing. This is 
an encouraging sign for the universality of such 
an volume based approach.
3) Using a fluctuation-dissipation relation, the 

configurational temperature of a sample can be 
determined from its volume fluctuations when 
in contact with a “granular heat bath”. Realizing 
such a heat bath with flow pulses in a water-flu-
idized bed, we have for the first time measured 
the compactivity of a granular sample (figure 3, 
taken from [7]).
There remain a number of open questions 
which need to be answered before the viability 
of the Edward’s approach can be assumed to 
be proven. How ergodic are the different ways 
of external driving of the (dissipative) granular 
samples? What is the role of correlations be-
tween the individual Voronoi volumes? In what 
cases do we need a second, tensorial tempera-
ture to account for the hyperstatic nature of fric-
tional particle packings? But it is already now 
apparent, that Leo Kadanoff was right when he 
stated: “One might even say that the study of 
granular materials gives one a chance to rein-
vent statistical mechanics in a new context.” [11]

Figure 1
Phase diagram of frictional sphere packings. a) Schematic sketch. All sphere packings are mechanically stable at high 
enough volume fraction and zero pressure and shear stress, corresponding to the origin of the diagram. Moving away 
from the origin the packings will unjam at a certain point in the phase space. b) At zero shear stress (the purple plane 
in panel a) the transition between solid-like and fluid like behavior is often referred to as Random Loose Packing. The 
experimental data points are from [8]. c) Packings can also be unjammed by shearing. The experimental data from [6] 
correspond to the translucent plane parallel to the pink base in panel a).
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Figure 3
Measuring the configurational temperature of stat-
ic granular media. a) Stationary state volume fluctu-
ations of sphere packings. To drive the system from 
one mechanically stable state to another, the packing 
is repeatedly “tapped” by flow pulses in a water-flu-
idized bed. Different flow rates during the pulses re-
sult in different average volume fractions, the volume 
fluctuations are Gaussian distributed. b) Based on the 
standard deviation of the fluctuations in panel a, the 
configurational temperature, also called compactivity, 
of the beads can be computed as a function of their 
volume fraction. The compactivity depends on the 
surface roughness and therefore friction of the glass 
beads as the two SEM close up of the 250 µm diame-
ter spheres show. Data are from [7].

Figure 2
Voronoi volumes of sphere packings exhibit charac-
teristic scaling properties. a) Rendering of a subset 
of a packing of acrylic spheres; the volume fraction is 
0.586. The black wire frame delineates the Voronoi 
cells. b) Distribution of Voronoi volumes versus res-
caled volume; V_min is the volume of a regular De-
launay tetrahedron for four spheres in contact, <V> is 
the average volume per elementary cell. The different 
symbols correspond to 18 different experimental da-
tasets with volume fractions between 0.56 and 0.64. 
The black line is a Gamma distribution with a shape 
factor of 12 [9]. c) The same subset of particles as 
in panel a with the beads replaced by ellipsoids that 
match the anisotropy and orientation of the Voronoi 
cells. The anisotropy is quantified by the eigenval-
ue ratio β of a Minkowski Tensor representation of the 
Voronoi cells. Isotropic cells have β = 1. d) Average 
anisotropy of the Voronoi cells as a function of the vol-
ume fraction. The different symbols correspond to ex-
perimental and numerical datasets obtained with dif-
ferent preparation protocols with and without friction 
and gravity. The kink in the slope corresponds to Ran-
dom Close Packing. For more information see [10].
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III-5 evolutionary Impact of range expansions 

PoPulatIon exPansIons in space are com-
mon events in the evolutionary history of many 
species [1] and have a profound effect on their 
genealogy. It is widely appreciated that any range 
expansion leads to a reduction of genetic diver-
sity because the gene pool for the new habitat is 
provided only by a small number of individuals, 
which happen to arrive in the unexplored territo-
ry first. In many species, the genetic footprints of 
these “pioneers” are still recognizable today and 
provide information about the migrational histo-
ry of the species. For instance, a frequently ob-
served south-north gradient in genetic diversi-
ty (“southern richness to northern purity” [2]) on 
the northern hemisphere is thought to reflect the 
range expansions induced by the glacial cycles. In 
the case of humans, the genetic diversity decreas-
es essentially linearly with increasing geographic 
distance from Africa [4], which is indicative of the 
human migration out of Africa. It is hoped, that the 
observed patterns of neutral genetic diversity can 
be used to infer details of the corresponding colo-
nization pathways.
Such an inference requires an understanding of 
how a colonization process generates a gradient 
in genetic diversity, and which parameters chiefly 
control the magnitude of this gradient. Tradition-
al models of population genetics, which mainly 
focus on populations of constant size and distri-
bution, apply to periods before and after a range 
expansion has occurred, when the population is 
at demographic equilibrium. However, the spatio-
temporal dynamics in the transition period, is less 
amenable to the standard analytical tools of popu-
lation genetics, and has therefore been only poor-
ly studied. Yet, it is clear that these transition pe-
riods have a strong impact on evolution, through 
the mechanism of “gene surfing” [3]: As compared 
to individuals in the wake, the pioneers at the col-
onization front are much more successful in pass-
ing their genes on to future generations, not only 

because their reproduction is unhampered by 
limited resources but also because their proge-
ny start out from a good position to keep up with 
the wave front (by means of mere diffusion). The 
offspring of pioneers thus have a tendency to be-
come pioneers of the next generation, such that 
they, too, enjoy abundant resources, just like their 
ancestors. Therefore, pioneer genes have a good 
chance to be carried along with the wave front 
and attain high frequencies, as if they “surf” on 
the wave.
The projects presented below address the phe-
nomenon of gene surfing from two complemen-
tary perspectives. First, we analyze forward in 
time the effect of gene surfing on newly arising 
mutations and pre-existing genetic variation in 
the population. Second, we analyze backward 
in time the starlike genealogies that are created 
by range expansions. 

The effect of gene surfing on standing gene-
tic variation 
To investigate the effect of gene surfing on ge-
netic variation, previous research focussed 
mainly on single mutations arising at the front 
of expanding populations (figure 1a). However, 
since mutations happen at a regular basis, we 
expect some variation to be prevalent in natural 
populations before the expansion starts – this 
pre-existing variation is also called “standing 
genetic variation” (figure 1b). In a simulational 
study, we included for the first time both stand-
ing variation and recurrent mutations, to see 
whether the effect of a range expansion on 
standing variation is different from its effect on 
recurrent mutations and whether the surfing of 
standing variation might dominate the patterns 
of genetic diversity in human populations. In or-
der to quantify the effect of gene surfing, we 
mimic the dispersal of humans out of Africa by 
the combination of diffusion and local logistic 
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growth. We start our simulations with an ances-
tral population located in the Middle East con-
taining a homogeneous mixture of two variants 
of a gene (alleles). These variants are assumed 
to confer no significant increase in growth rate 
(“neutrality” assumption). We simulate the com-
bined genetic dynamics (mutation events) and 
population dynamics (propagation and migra-
tion) as a function of the initial ratio between 
both variants. Simulations are run one million 
times using the same initial condition. The sim-
ulation results are used to estimate the proba-
bility distribution of the allele frequency after the 
range expansion for a range of initial allele fre-
quencies. We find that range expansions can 
push even initially rare alleles to occupy a mac-
roscopic fraction of the final population. The 
probability distribution of the allele frequency 
after range expansions is governed by a pow-
er law (see figure 1 right). By comparing human 
genome data from the 1000 genomes project [4] 
to our simulation results, we hope to reconstruct 
demographic parameters for human paleolithic 
and neolithic population expansions.

the coalescent in expanding populations
The continual turnover of a population naturally 
leads to a description of gene dynamics in terms 
of branching processes: The lineage of a gene 

branches if it occurs in more than one offspring 
of an individual that carries the gene. Back-
ward in time, however, lineages do not branch 
(assuming no recombination within the gene). 
Instead, if one follows two lineages backward 
in time they will coalesce in their most recent 
common ancestor. The associated time TMRCA 
to the most recent common ancestor quantifies 
the degree of divergence between two descen-
dants. Since this time is observable through the 
number of acquired (neutral) genetic differenc-
es, there is tremendous interest in understand-
ing the statistics of coalescence processes.
The standard model of coalescence due to King-
man is widely used to interpret genetic diversity 
data obtained from samples within a population. 
The Kingman coalescent, however, is only applica-
ble to well-mixed populations. It can be extended 
to spatially extended populations (the structured 
coalescent), but there is almost no theoretical 
work on populations that vary in space and time 
[5]. Here, we summarize our preliminary results 
on the coalescence properties backward in time 
to be able to predict the genetic diversity within an 
expanding population. In our coalescent study, we 
focus on range expansions triggered by the slow 
motion of an external boundary, for instance as a 
consequence of a climate change. A specific ex-
ample is provided by the population of the com-

Figure 1
Simulations of gene surfing. Left: Range expansions of humans starting in the Middle East are simulated for two dif-
ferent scenarios: (a) a single neutral mutation arises at the expanding front (star). (b) the initial population carries the 
mutation with a probability of 50% (standing genetic variation). Right: The probability distribution function of the allele 
frequency after the range expansion reveals a power law for several orders of magnitude. This indicates a strong influ-
ence of range expansions on the genetic composition of populations and predicates that even initially rare alleles can 
reach very high frequencies.
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mon vole (Microtus arvalis) living in an alpine gla-
cier valley [6]. The ongoing melting of the glacier 
triggers the range expansion of the vole popula-
tion. Range expansions caused by the externally 
imposed motion of a habitat boundary have to be 
distinguished from the invasive range expansions 
described in the first part of this report. We model 
the expanding population by a linear chain of well-
mixed subpopulations (called demes) with nearest 
neighbor migration. New demes are removed at 
a constant rate on one side of the linear habitat to 
describe the constant motion of the species range 
margins backward in time.
We find that the coalescence process with-
in our model exhibits two qualitatively different 
dynamics, as illustrated in figure 2 (left). If two 
lineages are sampled sufficiently far from the 
boundary, the coalescence process is identical 
to a population with stable demography until a 
crucial cutoff time, when the moving boundary 
has reached the sampling location. On the oth-
er hand, if two lineages are sampled close to the 
front, the coalescence will occur shortly after the 
wall has arrived, because the reflecting bound-
ary pushes the two lineages against one anoth-
er thereby strongly increasing the frequency of 
their encounters and hence their coalescence 
rates. As a consequence, the mean coales-

cence time becomes independent of starting 
position. Both regimes can be discerned in a 
plot of the mean coalescence time versus sam-
pling position as a power law for large distances 
and a plateau for short sampling distances, see 
figure 2 (right). The plateau value increases with 
increasing boundary motion and decreasing dif-
fusion constant. The above scaling arguments 
can be extended to predict the full distribution of 
coalescence times in an expanding population 
as a function of the speed of the boundary, the 
population density, the diffusion constant and 
the sampling locations in one and two dimen-
sions. These results can be used to infer past 
range expansions from the observed patterns 
of genetic diversity.
 

Figure 2
The coalescent process in expanding populations. Left: A one-dimensional model of an expanding population. The green 
and grey areas correspond to the populated and empty regions, respectively. The coalescence process starts at time 0 
(bottom line) and runs backward in time. The coalescence processes of two lineages sampled from the same place is il-
lustrated for two paradigmatic cases: Coalescence either occurs without the influence of the front (1), or is triggered by the 
moving boundary (2). Right: Mean coalescence times <TC> of two lineages sampled from the same location X. Lengths 
and times are given in characteristic scales. Data is shown for four different values of both the deme size and expansion 
velocity (see legend). Notice the collapse of all data sets, the plateau close to the front and the power law for large X.
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III-6 Graph theory and statistical Physics of complex disordered  
systems

Efficient computation of graph invariants 
In how many ways can you color the vertices 
of a graph such that no two adjacent vertices 
have the same color? Given a set of q different 
colors, the answer to this question is provided 
by the chromatic polynomial P(q) of a graph, an 
important graph invariant. A network or graph 
is defined as a set of vertices and a set of edg-
es connecting these vertices. Characterizing 
the relevant global properties of most larger-
scale graphs generally is a huge computation-
al challenge – the computational effort typical-
ly increases exponentially with the size of the 
network. 
Recently, we have invented a novel class of 
computational methods to solve this (and sev-
eral related enumeration problems) on classes 
of graphs that are of immediate interest in ap-
plications. This allows solutions to a number of 
problems which were previously computation-
ally inaccessible.

symbolic pattern matching using a partition 
function representation
The starting point of the new method [1, 2] is a 
remarkable connection between graph theory 
and statistical physics. In particular, the chro-
matic polynomial is equivalent to the zero-tem-
perature partition function of the anti-ferromag-
netic Potts model. Here one considers a set of 
q-level spin systems on a lattice, where adja-
cent spins interact repulsively if they are in the 
same state. The partition function then counts 
the number of degenerate ground states. In par-
ticular, the Potts antiferromagnet describes the 
phenomenon of ground state entropy without 
frustration, an exception to the third law of ther-
modynamics.
In general, the calculation of this function is 
computationally hard. But using the physics rep-
resentation of a partition function, an efficient 
solution is possible for many classes of graphs, 
in particular sparsely connected systems, which 

Figure 1
Computation time t (in s) for square lattice samples of sizes 2×n (a) and n×n (b) increases with the number of edges 
M of the graph. The new method (●) drastically outperforms standard methods used in Mathematica (◦) and Maple (▫), 
both with respect to the scaling of the algorithm (quantified by the local slope) and the absolute effectiveness (quanti-
fied by the absolute times needed), even for moderately sized graphs.
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are important in practical applications. In the 
new algorithm, the summations needed for the 
calculation of the partition function are interpret-
ed as symbolic operators, and the expressions 
occurring during the evaluation are implement-
ed as elements of an abstract ring satisfying 
certain identification rules [1]. It is then possible 
to carry out the summations symbolically and 
sequentially. The final algorithm first analyzes 
and exploits the specific structure of the graph 
in order to represent it in a close to optimal way 
before performing the actual calculations. 

Accessing higher dimensions for the first 
time
The novel method dramatically outperforms 
existing ones on most graphs, including many 
of practical interest (cf. figure 1). For instance, 
studies of antiferromagnetic Potts partition 
functions were so far restricted to small two-di-
mensional systems and solutions to real-world, 
three-dimensional systems could not be ac-
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necker Delta, Technical Report, Cornell University 1813, 
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Figure 2
Complex zeros of chromatic polyno-
mials of random graphs. (a) Zeros for 
graphs on N=20 vertices with selec-
tion probability p∈ {0.1,0.2,...,0.9}; (b) 
Zeros for graphs with the number M of 
edges determined by fixed edge den-
sity P = [2M/N(N-1)]∈{0.1,0.2,...,0.9}; 
(c), (d) and (e) Zeros with positive real 
part for G(N,M) graphs for selected N 
and M = [KN/2] determined by a fixed 
average degree K∈{3,4.5,6,...}. In all 
figures, chromatic zeros for 20 sam-
ple graphs per parameter set are plot-
ted together. The edge density P is in-
dicated by color, running from red (low 
density) to blue (high density). 

cessed, neither analytically nor numerically, de-
spite the Potts model being accepted as a par-
adigmatic standard model for many decades. 
Using the new method, we now computed Potts 
partition functions of two- and three-dimension-
al lattices of significant size (cf. figure 1 b). We 
are currrently developing modified algebraic 
methods to further access samples of repre-
sentatives of all Bravais lattices. These results 
yield insights about possible phase transitions 
in antiferromagnetic systems that exhibit posi-
tive ground state entropy.
Furthermore, we successfully completed the 
first attempt to access chromatic polynomials of 
random graphs [3] (cf. figure 2), a key ensemble 
in graph theory and its applications. We are cur-
rently working towards a generalization of our 
new method to further graph structural proper-
ties of physical interest, e.g. the graph reliability 
polynomial R(p) which tells us the probability of 
a graph being connected given that each edge 
disappears with probability p.
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III-7 statistical Physics of neuronal action Potentials 

In all neurons of the cerebral cortex, the re-
sults of single neuron computations are encod-
ed into action-potential sequences. The dy-
namics of cortical action potential generators 
thus determines how much and which informa-
tion is transmitted to other cells in the brain and 
conversely which aspects of intracellular activ-
ity are not communicated to the receiving neu-
rons. The reduction of information by action po-
tential encoding in neocortical neurons is in fact 
tremendous. It has been estimated that of the 
1000 bits per second that are contained in the 
ongoing membrane potential fluctuations of a 
typical cortical neuron only roughly 30 bits are 
encoded into its output sequence of action po-
tentials [1]. 

Under physiological conditions cortical neurons 
are operating in a so called fluctuation driven re-
gime (figure 1), in which the mean synaptic input 
current into a typical neuron would be – by itself 
– insufficient to drive AP firing. Action poten-
tials are instead driven by depolarizing current 
fluctuations of the irregular, time dependent to-
tal synaptic current. In vivo, these strongly fluc-
tuating currents result from high frequency bar-
rages of synaptic inputs to which the cells are 
continuously exposed. Such barrages are an 
unavoidable consequence of the high degree of 
connectivity characteristic of cortical networks: 
A typical cortical neuron receives on the order 
of 10000 synaptic inputs. Assuming the presyn-
aptic cell’s firing rates on the order of 1 Hz one 
predicts that many thousand discrete synaptic 
inputs impinge in every second on a typical cor-
tical neuron. Understanding and mathematically 
modelling the dynamical encoding properties of 
cortical neurons under such naturalistic condi-
tions constitutes a key step in building adequate 
and powerful models of cortical network dynam-
ics and brain function. In our research on ac-
tion potential encoding in cortical neurons, we 
are using an approach integrating (1) biophysi-
cal modelling, (2) stochastic dynamical systems 
theory and – in collaboration with experimental 
groups – (3) in vivo recording of the behavior of 
action potential initiation in the intact brain, and 
(4) biophysical and optogenetic in vitro exper-
iments to unravel the computational rules and 
biophysical mechanisms of this key step of neu-
ronal computation [2-11]. 
Our previous analyses highlighted the very rap-
id onset of action potentials in cortical neurons 
[3] and predicted that this type of AP initiation 
dynamics should strongly enhance the abili-
ty of cortical neurons to lock the firing times of 

Figure 1
Neurons in operating cortical circuits receive 
strongly fluctuating synaptic input currents. The ir-
regular temporal fluctuations of these currents re-
sult from the huge number of independent synap-
tic inputs. A typical neocortical neuron receives on 
the order of 10000 individual synapses. In the mi-
crograph, individual synapses onto a single neuron 
are fluorescently labelled (bright dots). White line: 
example of a numerically synthesized model input 
current (micrograph c/o T.Dresbach). 



127MPI For dynaMIcs and selF-orGanIzatIon |

dIsorder In sPace and tIMe, stochastIcIty

their action potentials to high frequency com-
ponents of their synaptic inputs [2-4]. Over the 
past years a series of experimental studies has 
clearly verified this prediction [12-14]. In a semi-
nal paper Köndgen et al. showed that the trans-
mission function of layer 5 pyramidal neurons 
for a noisy sinusoidal signal does not decay until 
about 200 Hz [12]. Later experiments confirmed 
such high cut-off frequencies for signals cod-
ed by both the mean current and noise strength 
and in other types of cortical neurons [13, 14]. 
This high bandwidth of neuronal AP encoding 
presumably is instrumental for cognitive tasks 
that require interactions between multiple brain 
regions in short time intervals. To support such 
operations neuronal ensembles must be able to 
rapidly detect and transmit input changes. 
In order to directly reveal the speed of such neu-
ronal population responses we examined pop-

Figure 2
Populations of neocortical neurons respond to changing statistics of their input currents on the millisecond scale. (a) From 
top to bottom: membrane potential of a representative neuron in response to a fluctuating current with immersed steps of 
mean current (shown below), mean membrane potential response to steps in mean current without the fluctuations (shown 
below), population firing rate in response to different realizations of the pseudorandom current, bin size 1ms. The popu-
lation firing rate is constructed over repetitions pooled from 15 cells totalling 175 min of recording and 52000 spikes. Red 
line: mean membrane potential. (b) Zoom-in on responses in (a). Blue and red histograms denote distributions of spike 
counts in 1ms-bins 120 ms before (blue bar) and 40 ms after each step (red bar). In the distributions before the step solid 
horizontal lines denote the mean and dashed lines 3 s.d. Dashed green lines in b indicate the onset of steps.

ulations of neocortical pyramidal neurons sub-
jected to artificial fluctuating current injection 
(figure 2). We found that populations of neocor-
tical neurons can in fact alter their firing rate 
within 1 millisecond in response to somatical-
ly delivered weak current signals presented on 
a fluctuating background. Signals with the am-
plitudes of miniature postsynaptic currents can 
be robustly and rapidly detected in the popula-
tion firing rate. Moreover, the population firing 
rate of neocortical neurons can reliably follow 
weak signals varying at frequencies up to 50 
times faster than the firing rate of individual neu-
rons. Notably, we also found that this response 
is limited to mean encoding. Signals encoded 
in the fluctuation variance require extraordinary 
large signal amplitudes to be detected rapidly – 
a fact that was not reported in the single previ-
ous study examining on such responses [15]. 
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Previous theoretical studies of biophysical neu-
ron models predicted cut-off frequencies of the 
order of the average firing rate or the inverse 
membrane time constant (below 20 Hz), much 
lower than the experimentally observed values 
(e.g. [16]). The origin of the high cut-off frequen-
cies found in cortical neurons is thus enigmat-
ic and currently not well understood. Sodium 
channel activation properties, however, appear 
crucial for this phenomenon. Numerical inves-
tigations of neuron models with dynamical AP 
generation, like the exponential integrate-and-
fire (EIF) model or the generalized theta neu-
ron, suggest that details of sodium channel ac-
tivation can strongly influence the dynamical 
response of neuronal populations, e.g. [16, 2]. 
What was missing, however, was a transparent 
understanding of how and when the cut-off fre-
quency of a population can dissociate from the 
basic single neuron time scale set by the mean 
firing rate and the time constant of membrane 
potential relaxation. 
In a recent study we were able to close this gap 
by introducing an analytically solvable mod-
el which explicitly describes the dynamical AP 
initiation process [11]. A neuron initiates an AP 

when the membrane potential passes an un-
stable fixed point, the voltage threshold. In the 
leaky integrate-and-fire (LIF) model, for which 
the linear response was known analytically, this 
unstable fixed point is located at an absorbing 
boundary and a spike is triggered immediate-
ly when the membrane potential reaches this 
threshold. As a consequence, boundary in-
duced artifacts dominate the response for high 
signal frequencies in the LIF model. One impor-
tant advantage of our new model is that such 
boundary induced artifacts can be separat-
ed out mathematically, isolating the physically 
meaningful part of the response function. We 
first solved the linear response for different en-
coding paradigms for white noise input currents. 
We found that for a wide range of parameter 
settings the cut-off frequency is directly propor-
tional to the AP onset rapidness for a noise cod-
ed signal (figure 2). It therefore dissociates from 
the membrane time constant and can become 
arbitrarily large (figure 3). For mean current cod-
ed signals, however, the cut-off frequency was 
confined by the membrane time constant. In fur-
ther studies, we showed that also this confine-
ment can be broken when a finite correlation 

Figure 3
An analytically solvable model for dy-
namic population coding reveals that the 
population cut-off frequency is set by the 
time scale of action potential initiation. 
Rapid action potential generators can 
faithfully follow input modulations that are 
orders of magnitude faster than the popu-
lation mean firing rate. (a) scheme of the 
model dynamics, (b) examples of voltage 
trajectories for different choices of action 
potential onset rapidness, r, (c) ampli-
tude of predicted dynamic response as a 
function of stimulus frequency. Bandwidth 
strongly increases with action potential 
onset rapidness, r (modified from Wei & 
Wolf, PRL 2011).
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Figure 4
Increasing input current correlation induces more pronounced synchronization of neuronal spiking in cortical neurons. 
The theory developed in (Tchumatchenko et al., PRL 2010) quantitatively predicts how this synchronization depends 
on baseline firing rates and the temporal correlations of the input currents. (a) Generation of two fluctuating currents 
mimicking correlated synaptic inputs with a correlation coefficient r injected into neurons to emulate neuronal cross 
correlations in vitro. (b) Voltage traces of two neurons (superimposed red and blue) subject to currents with r=1 (b1) 
and r=0:3 (b2). 

time in the synaptic noise is taken into account 
and high cut-off frequencies can be obtained for 
a large AP onset rapidness. These novel analyt-
ical results further corroborate our previous pre-
diction that the high AP onset rapidness of cor-
tical neurons is the origin of the occurrence of 
high cut-off frequencies [2, 3]. Our results pro-
vide an explicit relationship between the spike 
onset dynamics and the population cut-off fre-
quency that is currently tested in physiological 
experiments [11].
The very high onset rapidness of APs in corti-
cal neurons suggests that the extreme limit of a 
threshold neuron may capture essential aspects 
of cortical neuron AP generation. Using a high-
ly tractable simple threshold neuron model in-
dependently solved by our group and by Som-
polinsky and coworkers [18, 8] we found that 
this is indeed the case for interneuronal spike 
correlations resulting from correlated input cur-
rents into pairs of neurons [8] (figures 4, 5a). 
In the past, interneuronal spike correlations 
were often studied theoretically using the Fok-
ker Planck formalism. However, this approach 
is technically very demanding and allowed for 
explicit expressions in special limits only. We 
found that our alternative modeling framework, 
based on the threshold crossings of smooth 

random functions [3, 18, 8], can provide a math-
ematically transparent and highly tractable de-
scription of spike correlations driven by inputs 
of arbitrary temporal structure and correlation 
strength. Using this approach, we calculated 
quantities which previously had escaped a theo-
retical description including, (1) peak spike cor-
relations for arbitrary input correlation strength, 
(2) rate independent peak shape in the high cor-
relation regime (figure 5b), (3) complete spike 
correlation functions for weak correlations, and 
(4) asymmetric spike correlation functions in 
neuron pairs with different firing rates (figure 6). 
In vitro experiments strongly suggest that this 
model is capable of describing spike correla-
tions in cortical neurons with good accuracy [8]. 
In a related study we used this novel formal-
ism to re-examine the power of count correla-
tions for characterizing the degree of interneu-
ronal input and spike correlations [7]. In many 
studies, correlation coefficients and count cor-
relations are used to measure correlations be-
tween neurons, to design synthetic spike trains 
and to build population models. We thus inves-
tigated under which conditions such count cor-
relation coefficients reflect the degree of input 
synchrony and when they can be used to build 
population models. We found that correlation 
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coefficients can be a poor indicator of input syn-
chrony for some cases of input correlations. In 
particular, count correlations computed for large 
time bins were found to vanish despite the pres-
ence of input correlations. These findings sug-
gest that network models or potential coding 
schemes of neural population activity need to 
incorporate temporal properties of correlated in-
puts and take into consideration the regimes of 
firing rates and correlation strengths to ensure 
that their building blocks are an unambiguous 
measure of synchrony. 
While these results show that the theoretical 
characterization of dynamical response prop-
erties currently is rapidly progressing, experi-
mental studies aimed at these features are still 
subject to substantial limitations. The perhaps 

Figure 5
Interneuronal correlations are well predicted by a simple and mathematically highly tractable threshold neuron mod-
el. (a) Scheme of the experimental approach. (b) Comparison of measured and predicted spike correlation functions 
(modified from Tchumatchenko et al. PRL 2010).

most important limitation results from the inva-
sive nature of the whole cell recording config-
uration used for dynamic current injection. A 
central shortcoming of this technique results 
from the dialysis of the cell that limits the re-
cording duration that can be achieved to at most 
one hour. Longer recording durations would be 
needed to characterize individual neurons un-
der varying stimulus conditions and to open the 
way for mechanistic studies. 
Optogenetic stimulation approaches (figure 7a) 
hold the promise to overcome this limitation by 
providing remote optical stimulation of neurons 
without disruption of their physiological state 
and high spatial and temporal resolution allow-
ing targeted interrogation of individual neurons. 
When combined with non-invasive recording of 
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Figure 6
Asymmetric spike correlations between neurons of different firing rates. (Left) Analytical solution in the weak correla-
tion limit (solid line) and numerical simulations (circles). Arrows denote the peak position. (Right) experimentally mea-
sured spike correlation functions for different correlation times. As theoretically predicted the induced delay increases 
linear with the correlation time (modified from Tchumatchenko et al. PRL 2010).

Figure 7
Optogentic approach for non-invasive continuous fluctuating stimulation. a Schematic of the light-gated ion channel 
channelrhodopsin II from the single celled green algae Chlamydomonas reinhardtii (inset). Blue light illumination di-
rectly induces the opening of a channel pore selectively permeable to cations. b Example of continuous fluctuating 
light stimulation of cells expressing the engineered channelrhodopsin ChIEF. Upper graph: example trace of a Orn-
stein-Uhlenbeck pseudo-stochastic light waveform. Lower graph: fluctuating photo current induced by the light wave-
form shown above. c ChIEF-mediated currents can be accurately predicted by linear response theory from the mea-
sured impulse response of the channel.
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action potential timing, such experiments could 
extend the feasible duration of experiments 
and the number of neurons studied by orders of 
magnitude. To enable the experimental determi-
nation of dynamic response properties, optoge-
netic tools have to satisfy a set of requirements: 
First, the light gated channels must be able to 
produce large photocurrents for prolonged 
times. Second they must be able to follow a pre-
designed fluctuating light pulses precisely and 
reproducibly. Finally, the photocurrent should 
be precisely and quantitatively predictable, be-
cause it is not directly measured in a non-inva-
sive experiment. To examine whether currently 
available optogenetic tools can meet these re-
quirements, we performed in vitro experiments 
to determine the mapping of fluctuating light 
waveforms to induced photocurrents in a non-
spiking cellular model (figures 7b, c). We char-

acterized the reproducibility of the light induced 
fluctuating currents and tested whether the fluc-
tuating photocurrent can be predicted by linear 
systems theory. We found good evidence that 
ChIEF [18] and, to a lesser degree, ChR2 [19] 
are suited to induce a well defined, temporal-
ly fluctuating current upon stimulation with light 
pulses designed as an Ornstein Uhlenbeck pro-
cess. Both channels respond to a light stimulus 
similar to a low-pass filter with a time constant 
of 8 ms, in the range of typical synaptic time 
constants. The currents were highly reproduc-
ible and could be predicted with high accuracy 
by a simple convolution procedure (figure 7c). In 
ongoing work we are examining whether such 
a non-invasive approach can be used to estab-
lish a high-throughput method for characterizing 
the encoding dynamics in cortical neurons cul-
tured on multi-electrode arrays.
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F. M. hesse, G. Martius, t. Geisel, J. M. herrmann

IV-1 cognitive self-organization of Movement coordination and  
Planning in robots

an aPProPrIate motor response requires 
information about the current state of the con-
trol system, the context and the intentions of an 
agent. In this sense, the information about the 
current sensory input is not sufficient for action 
selection unless the agents can use a sufficient-
ly flexible input-output map which can account 
for a multitude of situations. We are interest-
ed in mechanisms that enable a robotic or liv-
ing agent to achieve this flexibility and to use it 
in the purposeful interaction with the environ-
ment. We emphasize the role of self-organiza-
tion for the formation and maintenance of this 
ability during development and live-long learn-
ing. As a result, the agent will have at its dispos-
al a repertoire of many behavioral options that 
can be used as building blocks for goal-orient-
ed behavior, as fall-back behaviors and for the 
exploration of new behaviors. We are in partic-
ular interested in the developmental aspects of 
motor behavior in animals which we study by 
means of simulated biomorphic robotic models.
In simplified examples, it can be shown explicit-
ly that flexible behavior can be achieved by fol-
lowing an objective function that describes both 
the sensitivity of the behavior with respect to 
sensory inputs and the predictability of the sen-
sory effect caused by performing an action. In 
physically realistic simulations of autonomous 
robots with various sensory configurations and 
body shapes, we obtain a continuous flow of 
behaviors that explores the variety of interac-
tions of the robot with its environment. There re-
mains, however, a restriction to self-organized 
solutions of relatively simple control problems 
such as the coordination of limb movements. 

In order to achieve complex and goal-directed 
behaviors, we consider an architecture where 
the low-level criticalization is complemented by 
additional learning mechanisms which evalu-
ate the learning progress of the low-level adap-
tation in various environmental situations [1] or 
which use external reward signals to select be-
haviors which are generated by the self-orga-
nizing controller [2].
While the self-organising control algorithm sug-
gest a number of parallels in animal develop-
ment and learning, we want to mention here a 
new development which aims at a reconcilia-
tion of free exploration and goal-directed behav-
ior. Because the objective of a behavior is often 
not described explicitly, the self-organising as-
pect remains essential, but it is now focussed 
towards desired behavior. We have studied a 
number of ways to introduce the information 
about the goal into the system in dependence 
on what type of information is available. We can 
use information about symmetries of the task, 
about special solutions, reward signals, correla-
tion among sensor data or task-dependent cost 
functions. In all these cases, however, the effect 
of the additional information is weak such that 
the intrinsic generation of behavior is merely bi-
ased rather than controlled. These studies con-
tribute to the emerging field of guided self-or-
ganisation which is relevant also for biological 
evolution and development, socioeconomic the-
orie and computational neuroscience.
As a further application, the project group has 
worked on a control paradigm for myoelectric 
prosthesis [5, 6] that is based on the mentioned 
principle for self-organization of movement. It 
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allows for an automatic selection of input sig-
nals that are relevant for certain movements. 
The explorative character of the algorithm leads 
to the production of predominantly those move-
ments for which the human subject produc-
es control signals most reliably. At the same 
time the human participant tries to exert con-
trol such that a number of movements are re-
alized.  These movement options can later be 
reactivated by the user in order to control the 
prosthesis purposefully and in a forward fash-
ion. This approach of learning by self-organiza-
tion can be contrasted to the pattern recognition 
approach where predefined prosthesis control 
commands are used, whereas here the move-
ments of the prosthesis and the corresponding 
myoelectric signals are negotiated by an on-line 
adaptation scheme that is used during a rela-
tively short training phase. The control com-
mands are adapted for individual subjects such 
that an intuitive, discrete or proportional control 
can be easily acquired.
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Figure 1
Emergence of intuitive prosthetic 
control. A participant interacts via 
myoelectric sensors (bottom right)  
with a simulated hand prosthesis 
according to the closed loop para-
digm (top). The algorithm simulta-
neously selects control actions (y) 
and sensory features (x) by a dy-
namical interaction between man 
and machine (bottom left). This 
leads to a formation of a repertoire 
of controllable movements by self-
organization which can later be 
used for voluntary control of the de-
grees of freedom of the hand.
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IV-2 theory and dynamics of human Pointing Movements

In thIs project we investigate the computa-
tional principles that underlie the generation 
of voluntary human arm movements through 
modeling, experiments and simulations. When 
reaching for an object, visual information about 
the object’s (spatial) coordinates in task space 
is projected onto the retina. This information is 
further transformed into neural commands that 
result in appropriate muscle activation patterns 
to move the arm towards the object. Continuous 
feedback, visual and proprioceptive, is provid-
ed to the CNS and used for movement control. 
The mechanisms involved in this sensorimo-
tor transformation process are still largely un-
known. One attempt to unravel the computa-
tional strategies of the motor system is made by 
collecting behavioral data using motion capture 
systems. By studying the kinematics and dy-
namics of movements for different motor tasks 
and different subject groups (healthy subjects 
versus patients with motor disorders), possible 
strategies of the motor system may be inferred. 
One prominent modeling approach towards an 
understanding of the motor system is based on 

the assumption that human arm movements 
are planned and optimized by the CNS prior to 
movement execution. Accordingly, it has been 
suggested that movement strategies can be de-
rived from integral principles, similar to action 
principles in physics. Two classical, but funda-
mentally different cost functionals have been 
proposed in this context, namely, the minimum-
jerk model (MJ) [1] and the minimum torque-
change (MTC) model [2]. Although both mod-
els lead to similar predictions, their underlying 
assumptions regarding movement optimization 
and control are fundamentally different. In this 
project we have put these models into a wid-
er context by showing their equivalence in the 
Riemannian arm configuration space that is 
equipped with a metric derived from the iner-
tial properties of the arm (kinetic energy met-
ric). For this purpose, we have extended the 
one-parameter class of mean-squared deriva-
tive (MSD) cost functionals, for which the orig-
inal MJ model is a particular member, to Rie-
mannian space. Interestingly, the solution to the 
corresponding variational problems is given by 

Figure 1
(A): Configuration manifold for arm 
movements where only two de-
grees of freedom are involved and 
geodesic paths as they follow from 
the geodesic model. (B): Definition 
of the motor task and arm configu-
ration coordinates. (C): Geodesics 
hand paths as predicted by the geo-
desic model for arm movements in 
the XY–plane from a central initial 
target to circularly arranged final tar-
gets (radius: 27cm). (D): Normalized 
hand speed profiles along the geo-
desic paths of C as they result from 
the geodesic model (color code as in 
C). The black line shows the speed 
profile of the original MJ model.
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re-parametrized geometric paths, which are the 
shortest and straightest paths in the arm config-
uration manifold. The configuration manifold for 
arm movements with only two degrees of free-
dom is depicted in figure 1A, whereas the mo-
tor task and the definitions of the arm coordi-
nates are shown in figure 1B. We could further 
show that geodesic paths in the arm configura-
tion manifold correspond to least-effort move-
ments, where effort is defined as the amount 
of muscular torques that act on the arm dur-
ing movement execution. Thus, it is argued that 
geodesic paths are an emergent property of 
the motor system to minimize muscular effort. 
Examples of geodesic paths, hand paths and 
speed predictions for arm movements from a 
central initial target to circularly arranged final 
targets are shown in figure 1 A, C and D, re-
spectively [3]. In addition, the geodesic model 
is inherently independent of the choice of coor-
dinates that are used to describe arm configura-
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031927 (2011)
[4] K.C. Nishikawa and S.T. Murray and M. Flanders. J. Neu-

rophys. 81, 2582 (1999)

tions. We could further derive movement invari-
ants from symmetries of the underlying manifold 
(Killing vector fields), which are important signa-
tures for model evaluation. One striking predic-
tion of the geodesic model is the decoupling of 
spatial and temporal movement features, which 
is in agreement with experimental findings, 
showing that spatial features of unconstrained 
arm movements (e.g., the arm postures) are not 
affected by moderate scaling of temporal fea-
tures (e.g., the hand speed) [4]. Thus, we have 
hypothesized that spatial aspects of the move-
ment are encoded separately from temporal 
ones, and are integrated in the motor system 
at a later processing stage into a complete spa-
tiotemporal pattern. This assumption will also 
form the basis for intended future studies in pa-
tients with visuo-spatial neglects, who, accord-
ing to our hypothesis, fail to integrate spatial and 
temporal movement patterns into coherent mo-
tor responses.
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IV-3 Impact of Microscopic Motility on the swimming behavior  
of trypanosomes

We seeK to further our understanding of the 
swimming mechanism of trypanosomes – par-
asites responsible for deadly disease in hu-
mans and cattle. We found that differences in 
cell shape, possibly resulting from varying body 
stiffness, correlate to directionality in cell move-
ment. In addition, using high speed microsco-
py we uncovered extremely fast dynamics of 
the flagellum tip, up to 50 times faster than the 
whole cell swimming speed. Together our re-
sults imply that physical parameters such as cell 
stiffness may influence a trypanosome’s ability 
to invade tissue.
Single cell motility is essential for many physi-
ological functions. Microorganisms, particularly 
parasites, have developed sophisticated swim-
ming mechanisms to cope with a varied range 
of environments. African Trypanosomes, caus-
ative agents of fatal illness in humans and an-
imals, use an insect vector (the Tsetse fly) to 
infect mammals, involving many developmen-
tal changes in which cell motility is of prime im-
portance. While there have been many efforts 
to uncover the molecular biology of motility in 
trypanosomes (see figure 1a for cell schemat-
ic) and other microorganisms, a quantitative un-
derstanding of parasite motility is still lacking.

Our studies reveal that differences in cell body 
shape contribute to the directional motion of the 
cell and are thus correlated with a specific motil-
ity mode. Straighter cells swim more directional-
ly while cells that exhibit little net displacement 
appear to be more bent [1]. As seen in the ex-
ample trajectories in figure 1b, trypanosomes 
from the same population which are exposed to 
identical environmental conditions exhibit dra-
matically different behaviors which we classi-
fy as motility modes. Trypanosome self propa-
gation  has been shown to be essential for host 
antibody removal [2] and one of these motility 
modes may increase local hydrodynamic drag 
on surface proteins.
While some trypanosomes ‘tumble’ with no per-
sistence in direction (tumbling walkers), a second 
group of cells are highly directional (persistent 
walkers) and the remaining population is com-
prised of cells that swim directionally with constant 
cell orientation but occasionally stop, tumble and 
reorient themselves and then move directional-
ly again (intermediate walkers). Typical displace-
ments calculated between every 100 frames of 
recordings for each motility mode are shown in 
figure 1c. Tumbling walkers and persistent walk-
ers maintain low and high displacement values 

Figure 1
a) Trypanosome schematic. b) 
Cells exhibit diverse trajecto-
ries. c) While tumbling walk-
ers (TW) and persistent walk-
ers (PW) maintain low and high 
displacement values respec-
tively, intermediate walkers 
(IW) alternate between these 
two modes.
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respectively, whereas intermediate walkers seem 
to alternate between these two modes during the 
observation interval.
In order to investigate the physical mechanism 
responsible for the observed motility behaviors, 
we examine trypanosomes at higher magnifi-
cations and at a high temporal resolution (1000 
Hz). We chose a straightforward approach and 
examined the variations in the distance be-
tween the two ends of the cell (normalized by 
the length of the cell) over time. Histograms 
of the end-to-end distances (figure 2a) clearly 
show that persistent cells are associated with 
an elongated cell shape while tumbling walk-
ers are more bent. Snapshots of the high speed 
movies of individuals (figure 2b) demonstrate, 
as shown in the same figure, that cells swim-
ming with directional persistence (black boxes) 
appear to take a more stretched body shape.
Ascribing the shape of the trypanosome to a 
worm-like chain [3, 4] and assuming equal en-
ergy utilization for self propelling motion in both 
motility modes, we find that persistent cells 
have three times more flexural rigidity than tum-
bling walker cells. The directional cells may be 
stiffer due to reorganization of motor proteins 
and crosslinking within the microtubules found 
both in the cell body and the flagellum. The as-
sumption of equal energy utilization for motili-
ty from one cell to another is supported by the 
fact that the velocity distribution for all motility 
modes is the same. It is not unlikely that these 
observations are due to an interplay of differ-
ences in flexural rigidity and also energy utiliza-

tion for cell motion and remains to be confirmed 
through direct measurements. Nevertheless, 
these results are in qualitative agreement with 
theoretical work by Wada and Netz [5] on motil-
ity of the bacterium Spiroplasma in which softer 
cells were shown to flex more significantly due 
to random thermal fluctuations and thus were 
less efficient in directional motion.
Notably, the high temporal resolution allows 
us to examine the extremely fast cell body dy-
namics; the flagellum tip of the persistent walk-
er moves over 40 times faster than the aver-
age reported whole cell swimming speed of 
20 μm/s. Our results indicate that macroscop-
ic motility modes could be correlated to varying 
cell stiffness. The analysis of cell end-to-end 
distance provides a rapid screen for identifica-
tion of differences in microscopic properties of 
cells. Different motility modes, possibly result-
ing from varying body stiffness, could be of con-
sequence on host invasion during different in-
fective stages. 

Figure 2
a) Histrograms of end to end distances for motility modes. b) Snapshots of tumbling walkers (red), and persistent walkers (black).
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IV-4 self-assembled Granular Walkers

MechanIsMs oF locomotion in microscopic 
systems are of great interest not only for tech-
nological applications, but also for the sake of 
understanding, and potentially harnessing, pro-
cesses far from thermal equilibrium. Down-scal-
ing is a particular challenge, and has led to a 
number of interesting concepts including ther-
mal ratchet systems and asymmetric swimmers. 
We investigate a granular ratchet system em-
ploying a particularly robust mechanism which 
can be implemented in various settings. The 
system consists of wetted spheres of different 
sizes which adhere to each other, and are sub-
ject to a symmetric oscillating, zero average ex-
ternal force field. An inherent asymmetry in the 
mutual force network leads to force rectification 
and hence to locomotion. 
When a bi-disperse mixture of glass beads is 
moistened by a fluid and shaken vertically and 
sinusoidally, small clusters of beads occasion-
ally take off from the surface of the pile and rap-
idly climb up the container walls against gravi-
ty. Figure 1 (left panel) demonstrates this effect: 
a cluster of beads spontaneously formed and 
climbed out of a pile of glass spheres wetted by 
1 % (of total volume) with a glycerol-water mix-
ture. The upper surface of the granular pile can 
be seen as the dark region at the bottom of the 
images. These ‘climbers’ are held together and 
against the wall by capillary bridges; they are 
led by one large bead with one or more small 
beads trailing below. This effect is very robust, 
as we have observed it using numerous differ-
ent wetting liquids (silicone oil, glycerol-water 
mixtures, ethylene glycol).
Figure 2 shows experimental measurements of 
the walkers’ velocity for vibration frequencies 
ranging from 60 to 90 Hz (symbols) against the 
peak acceleration of the horizontal (harmonic) 
vibration, for a walker with bead radii of 0.3 mm 
and 0.2 mm, respectively. We see that the fre-

quency does not seem to play a key role, but the 
peak acceleration does. The solid grey curve 
represents the prediction of a simple force bal-
ance model (see below), while the dashed line 
takes into account a more sophisticated friction 
model [1]. 
In order to understand this effect, it is important 
to consider the tangential and normal forces at 
the three points of contact involved in this sys-
tem. Although the relation between the external 
acceleration and the forces is non-linear due to 
the geometry-mediated back-action of the tan-
gential forces onto the normal forces, it can be 
expressed in a rather simple matrix formalism 
which treats the three normal forces as a three-
vector. Quite remarkably, it turns out that even 
when the dependence of the friction forces on 
the velocity and on the normal force was com-
pletely linear, a net locomotion velocity would 
be predicted. This is a valuable hint at explain-
ing the robustness of the locomotion effect. Dif-
ferences in the force law result in differences in 
the quantitative prediction, as reflected by the 
grey (linear force law) and dashed (more elabo-
rate friction law) curves in figure 2 [1]. 
As the degree of asymmetry must be a relevant 
control parameter (a symmetric walker would 
not know in which direction to move), we expect 
that the asymmetry of the walker would have an 
effect on the locomotion velocity. We thus char-
acterize the asymmetry by the angle formed be-
tween the centers of the spheres and the hor-
izontal, as shown schematically in the inset of 
figure 3. The velocity vanishes for symmetric 
walkers composed of spheres with identical ra-
dii on a well-levelled substrate, and increases 
with the degree of asymmetry. The solid curve 
again represents the prediction of the simple 
theory, displaying satisfactory agreement. 
Another striking feature of the experimental sys-
tem is that the walkers self-align with the direction 
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Figure 1
Left: A wet granular ‚climber’. As the glass container is vertically agitated at about 70 Hz, with a peak acceleration well 
above the acceleration of gravity, clusters of differently sized glass beads spontaneously leave the wet pile (slightly be-
low the lower rim of the photograph) and climb up the container wall. The large bead has a diameter of about one mil-
limeter. Right: top view of a ‚walker’ consisting of just two beads set upon a horizontal glass plate, which is shaken si-
nusoidally in horizontal direction. The velocity of the walker is several millimeters per second, the diameter of the large 
bead is 0,6 mm. 

Figure 2
The (horizontal) walker velocity as a function of 
the applied horizontal (peak) acceleration for 
different frequencies of the vibration. The latter 
is obviously not a relevant parameter. The grey 
curve represents the prediction from a sim-
ple ‚linear’ friction law, the dashed curve cor-
responds to a more sophisticated model. Obvi-
ously, the effect does not depend strongly upon 
these details in a wide range of parameters. In-
set: the critical peak acceleration at which mo-
tion sets in, as a function of frequency. Clearly, 
neither here the frequency is relevant. 
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of the excitation while migrating across the sub-
strate. In order to understand the stability of the 
walker’s direction of locomotion, we consider the 
sideways motion of the walker in the plane of the 
substrate, when it is not perfectly aligned with the 
shaking direction. At any finite horizontal acceler-
ation, the equation of motion of rolling sideways 
is a pendulum equation, with the acceleration as 
the coefficient determining the free oscillation fre-
quency. This is, however, itself a harmonically pe-
riodic function of time, by virtue of the external ex-
citation. Sideways rolling is thus described by a 
differential equation of Mathieu type (which is well 
known from the theory of quadruple traps). It is 
well known that its solutions represent damped 
oscillations for a wide range of parameters if the 
average acceleration is zero, as in our case. This 
means that the walker will tend to align with the di-
rection of excitation, thereby extracting the max-
imum energy form the applied acceleration field. 

Figure 3
The locomotion velocity as a function of the asym-
metry of the bead pair. Clearly, the velocity vanishes 
in the symmetric case, as it should. The solid curve 
represents the prediction from the simple pseudo-
linear friction model and agrees satisfactorily with 
the data.

[1] Z. Khan, A. Steinberger, R. Seemann, S. Herminghaus, 
„Wet Granular Walkers and Climbers“, New J. Phys. 13 
(2011) (in press)
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IV-5 Collective Behavior of Artificial Squirmers

eMulsIons WIth sufficiently complex con-
tents are quite promising for the realization of 
self-assembled soft functional devices with 
functions down to the nanoscale [1]. Of particu-
lar interest are the surfactant layers forming at 
the droplet surfaces, which under certain cir-
cumstances may form membranes of molecular 
thickness and serve as platforms for nanoscale 
building blocks [1, 2]. Suitable interaction of 
droplet contents with the surfactant layers may 
lead to further functions, such as locomotion, as 
we could show. For droplets laden with the reac-
tands for the Belouzov-Zhabotinski-reaction, for 
instance, bromine is released with a rate vary-
ing periodically in time. When the surfactant is 
abundantly present in the oil phase and con-
tains a C-C double bond, such as mono-olein, 
the latter is spontaneously saturated as the bro-
mine reaches the surfactant layer. As a conse-
quence, the quality of the surfactant is changed 
and thus the surface corresponding tension. 
When the droplet undergoes some motion, e.g., 
by thermal fluctuation, the bromination density 
in the surfactant layer, and thus the surface ten-
sion, acquires a spatial variation along the drop-
let surface (cf. figure 1). When the sign of the 
change in surface tension is right, as it is with 
mono-olein, the concomitant Marangoni stress 
serves to support this motion. It is readily shown 
[3] that above a certain bromination rate in the 
droplet, the Marangoni stress leads to a self-
sustained locomotion of the droplet, accompa-
nied with a dipolar flow field around the drop-
let (cf. figure 1, bottom). Since the particles are 
neither purely pulling nor pushing themselves 
through the surrounding medium, they are 
called squirmers. Because of the abundance of 
pristine surfactant in the oil phase (concentra-
tion well above the critical micelle concentra-
tion), the latter does not change its properties 
noticeably, such that the droplet performs a per-
sistent random walk, not hesitating to cross its 

Figure 1
Top: Principle of operation of a simple model squirm-
er. The surfactant, which is abundantly present in 
the oil phase, is spontaneously saturated by the bro-
mine released from inside the droplet. When the 
droplet moves, the spatial variation of bromination 
density which thus emerges leads to a Marango-
ni stress which sustains this motion. Bottom: Veloci-
ty field around an artificial squirmer as measured by 
particle image velocimetry. We observe a roughly di-
polar flow field. Scale bar: 100 microns. 

own path [3]. Its velocity changes periodically in 
pace with the Belouzov-Zhabotinski-oscillation 
in its interior (figure 2b). If the concentration of 
the reactands is properly adjusted, a temporally 
constant bromine release can as well be estab-
lished, leading to a constant (and tunable) ve-
locity (figure 2a).
These observations strongly suggest to use this 
kind of active droplets for investigating collective 
phenomena with artificial squirmers. Organisms 
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such as cyanobacteria, Paramecium, and Vol-
vox belong to the class of swimmers referred 
to as squirmers, and are driven by tangential 
and/or radial deformations of the cell surface. 
Squirming motion is very appealing for eluci-
dating the hydrodynamics of microscale swim-
ming, since the velocities in the near and far 
field around such a swimming organism are well 
described analytically. This makes such swim-
mers ideally suited for the quantitative study of 
many open questions regarding hydrodynam-
ic effects on their interaction with surfaces and 
with each other, their behavior in external flow, 
and the origins of coupled and collective behav-
ior. However, in contrast to natural organisms, a 
significant appeal of model systems is the abil-
ity to provide quantitative control and minimize 
the individual variations pertinent to biological 
systems. 

We therefore have investigated the collective 
motion of many droplets as described above 
in a closed container, with variable total num-
ber density (figure 3). First of all, it could be 
observed that neighboring droplets showed a 
strong tendency to attract each other and con-
tinue moving in parallel. This behavior is well 
known from simulations of hydrodynamic in-
teractions between squirmers with dipolar flow 
fields [4]. Furthermore, we could clearly observe 
that the spatial correlation between the squirm-
ers changed in response to the variation of their 
number density. Figure 4 shows the combined 
angular and spatial correlation for two different 
densities. Although there is clearly some long-
range correlation already at the lower density 
(red curve), several clearly distinct peaks arise 
as the density is further increased (black curve). 
This points to the presence of long range or-
der in a direction perpendicular to the direction 
of motion, and may directly be traced to the ef-
fective attraction between neighboring droplets 
due to hydrodynamic interaction.

Figure 2
Top: The squirmer velocity (in microns per second) 
at constant bromine release rate, as a function of 
the surfactant density in the oil phase. The critical 
micelle concentration is about 1.5 mM/l. Bottom: 
The squirmer velocity (in microns per second, black 
curve) as a function of time, when the Belouzhov-
Zhabotinski-oscillation takes place within the drop-
let. The red curve indicates the optical transmission 
of the droplet, thereby visualizing the chemical os-
cillation. 

Figure 3
Artificial squirmers in a flat container, the droplet 
diameter is about 100 microns. The average are-
al density is 0.78 (densest packing would be 0.91). 
The red arrows indicate the direction of motion. 
Both great fluctuations in density and a propensity 
of aligning velocities in parallel are clearly visible. 
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Figure 4
The orientation correlation as a func-
tion of the distance of the centers of 
droplets. For an areal density of 0.46, 
there is already a clear tendency to-
wards clustering, as it is visible from 
the strong increase of the red curve to-
wards direct droplet contact. Howev-
er, only when the density is further in-
creased the correlation show more 
structure. The black curve, which cor-
responds to an area density of 0.78 (cf. 
figure 3), clearly exhibits three (per-
haps four) distinct peaks, indicating 
the emergence of long-range orienta-
tional correlation. 
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IV-6 Multiphase Flow in electric Field

MIcroFluIdIc deVIces allow the preparation 
of highly controlled emulsions, monodisperse 
[1], bidisperse [2] as well as multiple emulsions 
[3] or foams [4]. Because droplet-based micro-
fluidic systems also enable a variety of other 
operations, all at frequencies of kHz or high-
er, splitting [5], fusion [6], and sorting [7, 8] they 
have broadened the range of applications of 
emulsions into areas such as cell-based assays 
[8] or the synthesis of new materials [9]. The 
use of electric fields is one of the most versa-
tile actuation mechanism for droplets. It is fast, 
mainly because it does not contain mechanical 
parts and can easily be integrated on chip (fig-
ure 1). We are using several microfabrication 
techniques to manufacture electrodes on chip. 
We can use these electrodes to fuse droplets 
by electrocoalescence or to sort droplets. Both 
mechanisms have a great potential for applica-
tions in biotechnology, for example as a high-
throughput cell sorting system [7, 8]. 
The microfluidic cell sorter that we have devel-
oped is based on dielectrophoretic actuation. 
The constrast of dielectric constant between 
water and oil provides means to actuate drop-
lets in a gradient of electric field (analogous to 
magnetic actuation). By coupling hydrodynam-
ics and dielectrophoretic actuation with a deci-
sion to trigger the field based on a fluorescence 
readout, we have been able to sort droplets at 
rates up to 2000 droplets per second. When the 
droplets contain cells, different cell populations 
can then be separated [7, 8]. We are now inter-
ested in the use of electric field to increase the 
control of passive modules for droplet manipu-
lation; we want to understand better the limits of 
dielectrophoretic actuation. It has been demon-
strated recently that dielectrophoretic actuation 
can be used to control the release of a chemi-
cal in droplets [10]. We want to demonstrate that 
combining electric field to the classical droplet 

actuation modules we can gain an active con-
trol on fluid flow. 
Besides biotechnological applications, the inter-
actions of electric field on liquid structure has a 
great potential for many industrial applications 
such as tunable lenses or displays [11]. Inter-
estingly, it is also of relevance in oil industry, for 
example, as a potential tool to improve oil ex-
traction from rocks and soils. It has been ex-
perimentally demonstrated that, applying an 
electric field between the inlet and the outlet 
of a porous medium filled with oil, while liquid 
is pumped through the medium, enhances the 
quantity of oil that can be extracted [12, 13] but 
the exact underlying mechanism is still unclear. 
Electric field can modify the behavior of fluid 
according to several mechanisms (electrowet-
ting, electrophoresis, dielectrophoresis, electro-
osmosis) and we are now developing microfluid-
ic tools to study this process and determine the 
mechanism involved. We believe that a com-
bination of high speed microscopy observation 
and microfluidic control of the fluids will provide 
a quantitative insight. We have started to inte-
grate electrodes with model porous media and 
to use them for the analysis of oil recovery (fig-
ure 2). In the long run, our aim is to manufacture 
porous media as artificial rock and study the ef-
fect of the electric field on porous media with a 
complexity close to real soil samples (wettabil-
ity, pore dimensions...). This project is a part of 
the project Geomorph funded by BP. 
Finally, the effect of electric field on multiphase 
fluid structures is a part of our more general 
study of the influence of external fields on mul-
tiphase flow. We consider experimentally alter-
native actuation mechanisms such as thermal 
gradients and concentration gradients for sur-
face tension driven actuation. We have also re-
cently started experiments using magnetic actu-
ation of ferrofluid droplets flowing in microfluidic 
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channels. Using such system we want to com-
pare the magnetic actuation with the dielectro-
phoretic actuation. Other applications of mag-
netic-microfluidic are presented in the section 
V.8.
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Figure 1
Microfluidic chip for the study of droplets in electric fields. The chips produced by soft-lithography can be easily manu-
factured with electrodes for a local control of electric fields (left). We can use for example these electrodes for dielec-
trophoretic sorting of droplets (right): droplet flow in the upper channel when the electric field is applied while by default 
(no field applied) the droplets flow in the lower channel of the sorter. In practice the decision to sort (i.e. to apply the 
field) is taken within a few microseconds after a fluorescence readout of the droplet.

Figure 2
Water imbibition in a model porous medium. At the time of the percolation, there is a significant volume of oil trapped 
in the structure. Using our microfluidic tools, we study the influence of electric fields and currents in the remaining oil 
volume in the pore [12 ,13]. 
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Figure 1
Drag reduction resulting from 
relaminarization of intermit-
tently turbulent flows in pipe 
(Re=2030), channel (Re=1400) 
and duct (Re=1740) (from [2]).

b. hof, M. avila, d. samanta, b. song and M. holzner 

IV-7 elimination of turbulence

the enerGy costs for fluid transport in pipes 
and channels are largely caused by turbulent 
drag. At Reynolds numbers (Re) common in oil 
pipelines the drag of the fully turbulent flow can 
be as much as 100 times larger than that of the 
equivalent laminar flow. On the other hand pipe 
and duct flows are linearly stable so that in prin-
ciple they could be held laminar. Turbulence is 
triggered by finite amplitude perturbations and 
with increasing Reynolds number the ampli-
tude required to trigger turbulence decreases 
[1]. Consequently it becomes more and more 
difficult to keep the flow laminar as the Reynolds 
number increases. In practical situations pertur-
bations at the inlet are usually sufficient to trig-
ger turbulence once Re>2000. Unlike in most 
control projects where the aim is to reduce the 
turbulent drag by a certain percentage the goal 
of this project is to develop methods to fully re-
laminarize an already turbulent flow. Apart from 
the fact that relaminarization provides the max-
imum feasible drag reduction, a further big ad-
vantage over ordinary control schemes is that 
once the flow is relaminarized at a certain loca-
tion in a pipe or duct, downstream of this point 
it will remain in that state given the conduit is 
reasonably straight and smooth (i.e. perturba-
tion levels are subcritical). Consequently the 
drag is not only reduced in the control region 
(as in common control schemes) but in the en-

tire downstream region which substantially in-
creases the potential for energy savings. 
In a first test case we were able to relaminarize 
intermittently turbulent pipe duct and channel 
flows [2]. Here we exploited the circumstance 
that in this Reynolds number regime turbulence 
only occurs in localized spots and these spots 
extract kinetic energy from the laminar flow just 
upstream. By inducing a second spot in this up-
stream region the original spot loses its energy 
source and decays. Hence at these Reynolds 
numbers the mean shear can only support tur-
bulence locally but not in extended regions and 
turbulent spots are characterized by a distinct 
interaction distance [3]. Making use of this ob-
servation we applied a continuous local distur-
bance to an intermittently turbulent flow. As the 
turbulent fluid moves downstream from the per-
turbation point there is no laminar fluid in its vi-
cinity upstream and consequently it decays at a 
certain distance (~20 diameters) downstream.
In numerical simulations we were able to show 
that this decay is linked to the shape of the ve-
locity profile and that turbulent spots require 
a parabolic profile upstream of their trailing 
edge. In simulations of a turbulent spot we lo-
cally added a volume forcing just upstream of 
the turbulent region which reduces the speed 
close to the centreline and increases close to 
the walls leaving the mean speed unchanged. 
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Figure 2
Control of a turbulent flow at Re=2500. After the 
volume force is applied the flow returns to laminar 
(colours correspond to iso-surfaces of streamwise 
vorticity).

Figure 3
Control of turbulent flow at Re=4000. After applying 
a blowing and suction control method at one loca-
tion of the experiment the flow downstream returns 
from the turbulent drag (Blasius scaling) to the lam-
inar drag.

Just as in the experiments here also the turbu-
lent spot decays. While in experiments the an-
nihilation of one turbulent spot by another one 
upstream only works at low Reynolds numbers 
(Re<=2000), in the simulations the forcing when 
applied globally works in fully turbulent flows 
(see figure 2). Although a volume forcing of this 
kind is not available in experiments this example 
nevertheless shows that in principle it is pos-
sible to relaminarize flows by relatively simple 
passive methods (i.e. without knowledge of the 
detailed turbulent flow structure). We have de-
vised other methods that can be applied in ex-
periments and are applicable at higher Reyn-
olds numbers. Figure 3 shows an example of 
a blowing and suction method applied to a ful-
ly turbulent flow at Re=4000. The flow is initial-
ly turbulent but relaminarizes downstream of the 
control point once activated. Following the actu-
ation the viscous drag decreases by more than 
a factor of two in this case. While this blowing 
and suction scheme is difficult to apply in prac-
tice we are developing two other methods (pat-
ent application PCT/EP2010/067959) which po-
tentially could be of practical interest.
The relaminarization schemes also raise fun-
damentally interesting questions. In case of the 
volume forcing (figure 2) we are trying to under-
stand how the decay of turbulence is connected 
to the changed flow structure. The forcing am-
plitude can be seen as an additional parameter 
which may help us to understand under what 
conditions turbulence is sustained. Insights into 
this problem could help to understand why tur-

bulence first arises in pipes at Re~2000 where-
as in channels it occurs at ~1000 and in Cou-
ette flow at approximately ~300.
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IV-8 control of spatio-temporal chaos in the heart 

sPatIoteMPorally chaotIc wave dynam-
ics underlie a variety of debilitating crises in ex-
tended excitable systems including the heart. 
Current strategies for controlling these dynam-
ics employ global, large-amplitude perturba-
tions acting indiscriminately on the system as a 
whole. For example, the automated external de-
fibrillator commonly found in airports gives via 
two electrodes a high-energy (1000 V, 30 A, 12 
ms) electric shock to terminate the chaotic and 
ultimately lethal wave dynamics underlying ven-
tricular fibrillation. The adverse effects of such 
large shocks have motivated a search for less 
harmful strategies. It is well known that control 
of spatiotemporal chaos requires multiple con-
trol sites.  Creating such sites in living tissue, 
however, is a long-standing problem. We have 
shown that natural anatomical heterogeneities 
within cardiac tissue can provide a large and 
adjustable number of control sites for low-en-
ergy termination of malignant wave dynamics. 
This allows us to terminate ventricular fibrilla-
tion in canine cardiac tissue using small ampli-
tude pulsed electric fields with up to two orders 
of magnitude lower energies than those used 
for defibrillating shocks. We quantify the physi-
cal mechanism underlying the creation of con-
trol sites using fully time resolved high-spatial 
resolution imaging of wave emission and high-
resolution magnetic resonance imaging of car-
diac structure. Our method avoids the invasive 
implantation of multiple electrodes and, more 
importantly, has the potential to control the tis-
sue where the chaotic state is most suscepti-
ble, i.e., at rotating wave cores. This approach 
promises to significantly enhance current tech-
nologies for the termination of life-threatening 
cardiac arrhythmias, a leading cause of mor-
tality and morbidity in the industrialized world. 
For this innovation, we have received the In-

novationspreis Medizintechnik 2008 (Medical 
Technology Innovation Award 2008) from the 
German Ministry for Education and Research 
(BMBF).

low-energy control of atrial Fibrillation
Atrial fibrillation (AF) is the most common sus-
tained cardiac arrhythmia worldwide affect-
ing an estimated 5.5 million people worldwide. 
Complications associated with chronic AF in-
clude increased risk of both thromboembolism 
and stroke. Left untreated, paroxysmal AF of-
ten progresses to permanent AF, which is resis-
tant to therapy. Although underlying anatomic 
or pathophysiological factors may fuel its pro-
gression, AF itself may lead to its own perpetu-
ation through electric, structural, and metabolic 
remodeling of atrial tissue. The realization that 
AF begets AF has led to management strate-
gies that are designed to avoid the progression 
of AF by reducing the frequency and duration 
of AF episodes. One such strategy, cardiover-
sion, attempts to reset all electrical activity in 
the atria and requires the use of large (>5 V/
cm) electric field gradients.  These high ener-
gies cause pain and trauma to the patient, dam-
age the myocardium, and reduce battery life in 
implanted devices. Another strategy, antitachy-
cardia pacing (ATP), seeks to avoid the devel-
opment of permanent AF by suppressing par-
oxysmal AF. ATP consists of a train of 8 to 10 
low-energy stimuli delivered as a pacing ramp 
or burst at 50 Hz via a single pacing electrode. 
ATP is effective in treating spontaneous atrial 
tachyarrhythmias, especially slower tachycar-
dias, but it is not very effective for converting 
AF. To overcome the limitations of ATP and car-
dioversion, we proposed a new technique that 
employs a series of low-amplitude pulsed elec-
tric fields to overdrive AF and thereby terminate 
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Figure 1
Successful termination of AF. (A) Optical signal from 1 pixel during AF showing successful defibrillation after delivery 
of 5 far-field pulses of 1.4 V/cm at a cycle length of 45 ms (red arrows). (B) Optical signal during fibrillation; color rep-
resents voltage (see color bar in (A)). Frames are 45 ms apart in time and show the complex wave patterns during fi-
brillation. (C) Effects of shocks 1, 2, 3, and 5 (left to right), with the first 2 panels showing partial capture and the last 2 
showing global capture. (D) Evolution to full repolarization and quiescence after shock 5. Throughout, light blue shad-
ing indicates time during applied shocks (from [2]).

it, a strategy suggested by previous experimen-
tal studies with the use of physically implanted 
electrodes. The technique, which we call low-
energy anti-fibrillation pacing (LEAP), takes ad-

vantage of the fact that after an electric field 
pulse, virtual electrodes may arise at interfaces 
separating regions with different conductivities 
[1]. These sites may be macroscopic, such as 
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blood vessels or ischemic regions, or smaller-
scale discontinuities, including areas of fibrosis 
or abrupt changes in fiber direction. Virtual elec-
trodes may become a secondary source (i.e., a 
site of wave emission), depending on the extent 
of the conductivity discontinuity and the electric 
field strength.
Using optical mapping in isolated perfused 
canine atrial preparations (figure 1), we have 
shown that a series of pulses at low field 
strength (0.9 to 1.4 V/cm) is sufficient to entrain 
and subsequently extinguish AF with a success 
rate of 93% (69 of 74 trials in 8 preparations) 
[2]. We further demonstrated that the mecha-
nism behind LEAP success is the generation of 
wave emission sites within the tissue by the ap-
plied electric field, which entrains the tissue as 
the field is pulsed (figure 2).
In conclusion, we found that AF in our in vitro 
experiment can be terminated by LEAP with 
only 13% of the energy required for cardiover-
sion. These results for AF have been confirmed 
in in vivo experiments.  Furthermore, LEAP has 
been successfully applied for the low-energy 
termination of ventricular fibrillation in vitro and 
in vivo [3]. 

cell culture experiments 
The mechanism underlying the recruitment of 
wave emission from heterogeneities in electri-
cal conductance is shown in figure 2A. In the 
presence of an electric field, the membrane po-
tential in the vicinity of a heterogeneity is de-
creased and increased, i.e. depolarized and 
hyperpolarized. If the membrane potential is in-
creased above excitation threshold in a region 
sufficiently large, an excitation wave is created. 
This mechanism can be studied experimental-
ly in cardiac cell cultures, as shown in figure 
2B, which permit a direct comparison with the-
ory.  Using artificial heterogeneities of well-de-
fined size, we measured the characteristic de-
pendence of the electric field strength required 
to initiate an excitation wave from the radius 
of the heterogeneity and find good agreement 
with theory.  In cardiac cell cultures, well-de-

Figure 2
(A) Schematic of the mechanism underlying wave 
emission from heterogeneities in electrical conduc-
tance. In the presence of an electric field, the mem-
brane potential in the vicinity of a heterogeneity 
(gray circle) will be decreased (hyperpolarized, gray 
lines) or increased (depolarized, black lines), with 
respect to the resting membrane potential. If tissue 
depolarization exceeds the excitation threshold in a 
sufficiently large region, an excitation wave will be 
emitted (panel B, inset). (B) Dependence of electric 
field strength required to induce the emission of an 
excitation wave from a heterogeneity of radius R. 
Black circles indicate data from cell culture exper-
iments. Inset shows an example of a wave emitted 
from an artificial heterogeneity due to a single elec-
tric field pulse (field of view 2 x 2 cm2). Times are 
given with respect to the onset of the pulse.

fined heterogeneities were created using pho-
tolithography. Experiments in cardiac cell cul-
tures are underway to identify and characterize 
LEAP mechanisms in a simplified but well-con-
trolled setting.

unpinning spiral Waves
While LEAP provides remarkable energy reduc-
tion compared to conventional therapeutic ap-
proaches, the underlying mechanisms remain 
largely elusive. Further optimization of LEAP 
requires identifying the mechanisms underly-
ing the interaction of spiral waves and pacing-
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Figure 3
(A) Unsuccessful unpinning of spiral wave pinned 
to circular heterogeneity by nearby periodic pac-
ing site (P). (B) Successful unpinning by LEAP. 
The nucleation of a new wave N by LEAP in the 
refractory tail of the original spiral leads to the 
formation of a free end F, which forms an un-
pinned spiral (new spiral core indicated by a circu-
lar white line), while the pinned end E of the pac-
ing wave collides with the original spiral (from [4]). 
(C) The net effect of an unsuccessful LEAP pulse 
is a phase  shift, which depends on the phase J  
of the spiral before the pulse. Thus, the reaction 
of the spiral to an unsuccessful pulse can be ful-
ly described by a so-called phase response curve. 
(D) Schematic view of the spiral’s response to 
an LEAP pulse. A–E denote different LEAP re-
gimes in phase space. A leads to no phase reset-
ting, whereas B, D and E cause the phase to re-
set. C corresponds to successful unpinning (from 
[5]). (E) Unpinning success rate W8

E for 8 LEAP 
pulses as a function of the pacing frequency fp  
normalized by the spiral’s rotation frequency fsp . 
Black line: Prediction from the single pulse phase 
response map measured as described in panel 
C. Fixed points and periodic orbits of the iterative 
map lead to W8

E<1. Red line: Real success rate 
from direct numerical simulation.

induced perturbations. One of the constituents 
of these complex dynamics is the interaction of 
pinned spirals – spiral waves that are anchored 
at anatomical obstacles such as fatty tissue, 
scars or blood vessels – with pulses of an elec-
tric field. The importance of pinned spirals lies 
in the fact that this kind of wave is resistant to 
other strategies of low-energy control such as 
antitachycardia pacing (ATP, see figure 3A).  In 
a generic model of excitable media, we demon-
strated that this significant limitation of ATP for 
unpinning spiral waves from obstacles could be 
overcome by LEAP [4,5,6]. The basic mecha-
nism by which unpinning is achieved through 
LEAP is shown in figure 3B. A spiral wave an-
chored to a circular obstacle can be considered 

as a nonlinear phase oscillator with the phase 
(determined by the position of the spiral on the 
circle, see figure 3C) evolving uniformly in the 
unperturbed case. In this setting, we identified 
phase regimes of the rotating wave that result 
in different responses to a single electric field 
stimulus (see figure 3D) and investigated their 
dependence on the electric field strength and 
obstacle size [5]. In particular, we found that the 
response of the spiral wave to an LEAP per-
turbation can be characterized by a phase re-
sponse map. Using this approach, mechanisms 
such as phase resetting can be observed, which 
are also known from other nonlinear oscillatory 
systems. These properties were used to predict 
the response of a pinned spiral wave to period-
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ic pulse trains [7,8], a process that is probably 
taking place during the application of LEAP. Us-
ing an iterative map constructed from the phase 
response map, we were able to accurately pre-
dict unpinning success rates as a function of the 
pacing frequency and specifically to understand 
the occurrence of low success rates for certain 
frequency regimes (see figure 3E). These low 
success rates were due to a frequency locking 
mechanism between the spiral and the pacing, 
which is directly connected to periodic orbits of 
the iterated map.

outlook
Physiological numerical models (see Sec. V-11) 
will be used to further optimize LEAP parame-
ters (frequency, electric field strength, number 
of pulses, etc.) for atrial and ventricular arrhyth-
mias. Signal analysis will play an important role 
in adaptive parameter selection depending on 
the characteristic spatial-temporal dynamics 
(see Sec. V-12). In collaboration with our clin-
ical partners, we will design further studies to 
determine whether this marked reduction in en-
ergy can increase the effectiveness and safety 
of terminating tachyarrhythmias clinically.
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IV-9 natural computation and autonomous robot control 

neuronal netWorKs are functionally flexi-
ble to a high degree. They integrate sensory in-
formation across multiple modalities (such as 
olfaction, vision, and touch) in real time, process 
them given previously formed memories, and fi-
nally initiate goal-oriented behaviorally relevant 
output patterns [7]. Interestingly, even small bi-
ological neural systems turn out to be remark-
ably versatile; networks of just a few neurons 
may generate a variety of output patterns which, 
for example, result in different locomotive gait 
patterns. The network in which computation is 
taking place is also re-adjusting continuously to 
learn new, previously unknown patterns, thus 
adapting to a changing environment [8]. We are 
currently studying two approaches to both un-
derstand these forms of complex, adaptive dy-
namics and exploit them in real world applica-
tions.
Systems that support heteroclinic cycles have 
been of particular interest in recent years, in 
particular because of their computational capa-
bilities [3]. In certain systems of neuronal units, 
states can be encoded in form of saddle sets 
and connecting heteroclinic orbits [9, 2, 1] im-
plying spatio-temporal activity patterns on a 
macroscopic scale. Due to the instability of the 
saddles, there is no “trapped state” as in typical 
attractor dynamics but the dynamics are rath-
er governed by finite-time transient phenome-
na. These dynamics yield a highly sensitive (to 
inputs) but at the same time noise-robust envi-
ronment-dependent integration of information.
Similarly, chaotic dynamical systems exhibit a 
large variety of possible output activities that 
might be exploited systematically using control 
schemes. Chaotic attractors typically contain 
many unstable periodic orbits such that con-
trolling chaos may stabilize the system to many 
different periodic outputs. We recently extend-

ed standard delayed-feedback control of chaos 
to make it both adaptive and neuronal, thus suit-
able for implementation in neuron-like devices. 
Using one chaotic central pattern generator, we 
gained access to a variety of distinct periodic 
motions that can then be mapped onto different 
(behavioral) patterns [4]. Classical pattern gen-
erators relied on having a specific controller for 
each pattern; this becomes obsolete in our ap-
proach. The applications of this idea are numer-
ous, ranging from gait control of robotic walk-
ers to vehicle motion control; we implemented 
this idea to control locomotion of a hexapod ro-
bot, achieving a behavioral versatility of unprec-
edented complexity.

universal computation by heteroclinic 
switching
Generic features of systems exhibiting hetero-
clinic switching may be exploited for new kinds 
of universal computation, e.g. using natural rep-
resentations in terms of high-dimensional tra-
jectories in network dynamical systems. Net-
works of pulse-coupled units such as spiking 
neural circuits exhibit non-trivial invariant sets 
in the form of attracting yet unstable saddle pe-
riodic orbits where units are synchronized into 
groups. Connections between unstable and sta-
ble manifolds from different saddles often sup-
port switching processes in those networks [9] 
and may enable novel kinds of neural computa-
tions. Whereas encoding capacities and simple 
computations have been investigated theoreti-
cally [2] the practical use of switching dynam-
ics for processing information is far from under-
stood. 
In our recent studies, we showed that cer-
tain persistent switching processes naturally 
emerge in the presence of system inhomogene-
ities and are fully controllable by small external 
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signals. We exploited this feature for inventing 
a new kind of computation. As an example, we 
provide general transition rules for the switching 
process in a small network of pulse-coupled os-
cillators [3], thereby providing a theoretical ba-
sis for computation by persistent switching pro-
cesses. Furthermore, we designed an artificial 
neural system that serves as a universal com-
puter. We show that systems with small asym-
metries may perform basic bitwise operations 
by mapping given inhomogeneous inputs into 
specific state sequences (figure 1). Our results 
explicitly show the capability of simple pulse-
coupled systems to perform generic logic com-
putation via a persistent switching process.
We are currently strengthening this new area of 
research by studying the interaction of systems 
presenting such switching dynamics and by ex-
tending our work towards agent-based auton-
omous systems and their hardware implemen-

tations. Our recent results show that neuronal 
computation by switching dynamics provides a 
natural way to represent changing input signals 
due to the saddle properties and at the same 
time reliably encode information due to the het-
eroclinic properties, both interesting features for 
autonomous navigation. 
In summary, network dynamical systems exhib-
iting complex switching processes provide an 
interesting new view about how nonlinear sys-
tems may compute in a natural way.

nonlinear dynamics for autonomous  
systems
We employ methods from chaos control and 
generalize them for a neural implementation 
that is both adaptive and resembles the mod-
ular architecture of biological neural systems. 
To this end we study a simple example of a sin-
gle control circuit that acts as one stimulus-con-
trolled central pattern generator (CPG) for a va-
riety of gait patterns. The generic dynamics of 
our CPG is chaotic and thus contains a large 
number of unstable periodic orbits (UPOs). A 
neurally implemented, stimulus-dependent cha-
os control method will stabilize a UPO and thus 
determines an appropriate periodic motor pat-
tern. Using this approach to join standard non-
linear dynamics with neural network and learn-
ing theory, the robot implemented (figure 2) is 
capable of simultaneously coordinating inputs 
from 20 sensors to generate 11 different behav-
iors (for example, orienting, taxis, and various 
gaits). It successfully transverses an obstacle 
course with slopes, rough terrain, and holes in 
the ground. Our control mechanism drastically 
simplifies the sensor-motor coordination prob-
lem, thus enabling us to set up a versatile au-
tonomous system. Furthermore, the control be-
comes more flexible and it is easy to add new 
behaviors by mapping a new period not used 
so far onto a new motor pattern. Using a sin-
gle CPG also simplifies learning by associating 
sensory inputs with appropriate motor output. 
Due to the modular nature of the CPG controller 
its applicability is not limited to various robots, 

Figure 1
Switching paths in a state space hyperplane for a 
network of five neural oscillators. Black dots rep-
resent noise-induced paths covering all possible 
switchings; the colored line represents a specific 
limit cycle generated by asymmetric current. Each 
time oscillator number one is reset, the potential of 
oscillators two to four are plotted as a three dimen-
sional line and, for the colored line, the potential of 
oscillator number five is given by a color gradient 
from zero (yellow) to one (red).
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but could equally well be integrated into other 
types of autonomous systems such as cars, and 
possibly even prostheses and orthoses. Final-
ly, chaos itself is even exploited constructive-
ly in our hexapod robot providing a way of self-
untangling.
The chaos control method is an essential part 
of the approach. How can we ensure that this 
new adaptive control is fast and reliable? In or-
der to get optimal performance, one needs an 

More generally, we are currently working to-
wards further joining the theory of nonlinear 
dynamical systems with neural approaches to 
guide future developments for autonomous sys-
tems. A specific next step is to implement motor 
memory exploiting the single-CPG architecture 
by using synchronization between two similar 
(or identical) CPG-circuits. One circuit receives 
its control both directly from the sensory system 
and from a second circuit that acts as a memory 

Figure 2
Adaptive neural chaos control enables versatile robotic behavior. A) The hexapod robot AMOS-WD06 with 20 sensors 
of various types indicated (green arrows). B) Wiring diagram of the neural control circuit (CPG).

adaptive mechanism that tunes the parame-
ters of chaos control reliably, interactively, and 
in real time to regimes of fast convergence to 
the desired period. However, current adapta-
tion algorithms are based on empirical studies 
and do not guarantee such a convergence. We 
are therefore currently conducting systematic 
theoretical studies [5, 6] to guarantee success-
ful control, an important prerequisite for imple-
menting such an algorithm in real world appli-
cations.

device. The synapses responsible for synchro-
nizing these two circuits are adaptive such that 
their current strengths determine the influence 
of the memory on current actions.
Our initial work on further developing and ex-
ploiting chaos control solves a complex sensor-
motor coordination problem and finally proves 
practical applicability for an autonomous ro-
bot. The new method of chaos control present-
ed here brings adaptation and self-organization 
of a complex behaving system. A major break-
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through is also the synthesis of concepts from 
theoretical aspects of different fields that has 
immediate impact on neural and robotic engi-
neering and the physics of self-organization: It 
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at the same time contributes new perspectives 
to insect locomotion.
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Patterns and Instabilities
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V-1 Pattern Formation and spatial Forcing in thermal convection 

FluId MotIon driven by thermal gradients (ther-
mal convection) is a very important phenomenon 
in nature. Thermal convection occurs when a suf-
ficiently steep temperature gradient is applied 
across a fluid layer. For this system, over the past 
30 years, many fundamental aspects of patterns 
and their instabilities have been studied [1]. Pat-
tern formation is common also to many other non-
equilibrium systems as found in physics, chemistry 
or biology. Even though the underlying processes 
are different, the observed patterns are often of 
striking similarity and indeed their understanding 
in terms of general, unifying concepts continues 
to be a main direction of research. In a tradition-
al Rayleigh-Bénard Convection (RBC) experiment 
a horizontal fluid layer of height d is confined be-
tween two parallel plates that have a high thermal 
conductivity. When the temperature difference be-
tween the bottom and the top plate exceeds a cer-
tain critical value, the conductive motionless state 

is unstable and convection sets in. The most ide-
al pattern is that of straight, parallel convection 
rolls with a horizontal wavelength of ~2d. In the 
less well-known case of Inclined Layer Convec-
tion (ILC) the standard Rayleigh-Bénard cell is in-
clined at an angle with respect to the horizontal, 
resulting in a basic state that is characterized by a 
plane parallel shear-flow with cubic velocity pro-
file. This shear-flow not only breaks the isotropy 
in the plane of the layer, but also causes at large 
angles a transition from a thermal into a hydrody-
namic shear-flow instability. For ILC we observed 
an intricate phase space, consisting of nonlinear, 
spatio-temporally chaotic states [2]. In our exper-
imental investigations we use a pressurized gas 
cell to study forcing and control of thermal convec-
tion in horizontal and inclined fluid layers. As ex-
plained in detail in [1], compressed gases have the 
advantage over other fluids in that they enable an 
experimental realization of large aspect-ratio sam-
ple cells with short vertical thermal diffusion times 
of a few seconds or less. In addition, the Prandtl 
number, which gives the relative importance of the 
nonlinearities in the heat conduction equation and 
the Navier-Stokes equation, was less than 1.5, i.e. 
in a regime, where non-relaxational, spatio-tem-
poral chaos (STC) can be observed very close to 
the onset of convection. 
Recently we began to study the influence of 
spatially periodic and spatio-temporal forcing 
schemes of various geometries on pattern forma-
tion. Two types of forcing schemes are applied. 
One method is to use micro-machined surfaces, 
as shown schematically in figure 1. The bound-
ary modulation of the bottom plate enables us to 
investigate the effect of forcing on the bifurcation 

Figure 1
(a) Schematic drawing of the ILC configuration. The 
inclination angle θ and the relative orientation angle 
ϕ are tuned to explore the parameter space. The dis-
tance d between the bottom and the top plate is typ-
ically 0.5mm and the wavelength of the boundary 
modulation was λf = 1mm.
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Figure 3
False color shadowgraph image of the temperature 
field. (a) Scepter patterns were observed at ϕ = 90°, 
θ = 72.5°, and ε = 0.33. This dynamical structure 
consists of complex scepter-like patterns located at 
the sites of a rectangular lattice. (b) Heart patterns 
were observed at ϕ = 90°, θ = 90°, and ε = 0.04. Here 
the structure consists of heart-shaped patterns lo-
cated at the sites of an oblique square lattice.

Figure 2
(a) Phase diagram of the convection patterns ob-
served for orthogonal forcing in ILC (ϕ = 90°). In 
this case the component of gravity parallel to the in-
clined plane is orthogonal to the orientation of the 
boundary modulation. In (a) ε denotes the reduced 
control parameter. (b) Images of the observed pat-
terns: transverse rolls (TR), rhombic pattern (RO), 
hexarolls (HR), bimodals (BM), scepter-shaped pat-
terns (SP) and heart-shaped patterns (HP).

structure and on the stabilization of spatio-tempo-
ral chaos. By changing the forcing wavelength λf, 
the inclination angle θ and the relative orientation 
angle ϕ with respect to the in-plane component of 
gravity (figure 1), we are able to study the conse-
quences of the two competing symmetry-break-
ing mechanisms, namely inclination and spatial 
forcing. We discovered the novel state of crystal-
line chaos [3]. In case of ILC the use of surface 
corrugated bottom plates allowed for the explo-
ration of the phase diagram of three mode reso-
nance patterns (see figure 2) [4, 6]. We also ob-
served super-lattice patterns as a response to the 
forcing as shown in figure 3 [4, 5].
Another method of forcing is a thermal imprint-
ing technique, in which we illuminate the exper-
imental cell with infrared laser light from above 
through IR transparent pressure windows. This 

way the pattern can be forced and simultane-
ously observed with the shadowgraph tech-
nique. The main trick is to also use an IR and 
visible light transparent liquid coolant for the top 
plate temperature regulation. Such a fluid is CS2 
that is liquid at the pressures used in the ex-
periment. The convection cell is illuminated with 
a 10.6 micron infrared beam emitted by a CO2 
laser, which is absorbed by the main spectral 
band of the convecting fluid SF6. This allows 
the study of not only spatio-temporal forcing, but 
also convection with internal heating. 

[1] E. Bodenschatz, W. Pesch, and G. Ahlers, Annu. Rev. Flu-
id Mech. 32, 709 (2000)

[2] K. E. Daniels, and E. Bodenschatz, Phys. Rev. Lett. 88, 
4501 (2002) 

[3] J.H. McCoy, W. Brunner, W. Pesch, and E. Bodenschatz, 
Phys. Rev. Lett. 101, 254102 (2008)

[4] G. Seiden, S. Weiss, J. H. McCoy, W. Pesch and E. Boden-
schatz, Phys. Rev. Lett. 101, 214503 (2008)

[5] G. Seiden, S. Weiss, and E. Bodenschatz, Chaos. 19, 
041102 (2009)

[6] S. Weiss, G. Seiden, and E. Bodenschatz, New J. Phys., 
submitted.



160 | MPI For dynaMIcs and selF-orGanIzatIon 

research

n. oikawa, V. s. zykov, e. bodenschatz 

V-2 spiral Waves, cell-cell signaling and cell aggregation

starVInG Dictyostelium discoideum cell 
populations are a well-established paradigm for 
the study of cell-cell signaling, cell–cell interac-
tion, cell differentiation and tissue formation [1]. 
They also provide a generic example for self-
organization and pattern-formation in excitable 
media [2-4]. It is well known, that the signal-
ling of starving Dictyostelium cells is controlled 
by the chemo-attractant, cyclic AMP (cAMP), 
and the extracellular enzyme phosphodiester-
ase. On the cellular level cAMP is secreted to 
the extracellular space when a cell encounters 
stimulation by cAMP. Simultaneously extracel-
lular cAMP is degraded by extracellular phos-
phodiesterase that is continuously secreted by 
the cells. Waves of cAMP can form by cell-cell 
induced rise and diffusion of cAMP and perma-
nent decay by phosphodiesterase. Thus the dy-
namics can be described by the reaction dif-
fusion mechanism. When Dictyostelium cells 
are plated on a surface, i.e., in two dimensions, 
spontaneous emission of a few starving cells 
gives rise to a macroscopic dynamics exhibiting 
typical excitable media attractor states, namely 
target waves and spiral waves [5, 6]. We are in-
vestigating both experimentally and theoretical-
ly the pattern-formation processes during the 
early stages of the Dictyostelium aggregation 
with particular interest on the impact of the mag-
nitude of the diffusion coefficient D of cAMP and 

also of the spatial inhomogeneity of excitabili-
ty due to signal induced cellular development. 
In the experiment a monolayer of cells was 
plated on the surface of the agar layer and the 
cAMP induced contraction waves were moni-
tored using a dark field optical setup [7]. By in-
creasing the agar concentration of the substrate 
the cAMP diffusion coefficient was decreased. 
From the experimentally observed dark field 
images the local phase of the temporal oscilla-
tions of the cAMP induced contraction was re-
constructed. We found that initially disordered 
oscillations synchronized over time. We char-
acterized the synchronization with the spectral 
entropy S(t) derived from the averaged spatial 
power spectra. Figure 1 shows the phase maps 
corresponding to the minimum of S(t), i.e., best 
synchronization, for two different agar concen-
trations. As shown in figure 1, for fast cAMP dif-
fusion D we obtained spirals, and for lower D 
target patterns. For intermediate agar concen-
trations spirals and targets coexisted. We ob-
served the wavelength of the pattern to grad-
ually decrease with decreasing D. For even 
slower diffusion, the number of wave-centers 
increased and the pattern was disordered. We 
also found that the onset of the synchronization 
shifted to later times as D decreased. 
In order to understand the observed behavior we 
have investigated theoretically models for Dic-
tyostelium signaling. In particular, we are inter-
ested in the relationship between the medium 
properties and parameters of the spiral wave dy-
namics, such as the rotation frequency, the core 
radius, and the spiral’s wavelength. We analyzed 
the Kessler-Levine model for cAMP dynamics [8] 
numerically and semi-analytically by exploiting a 
free-boundary approach [9]. The common as-
sumption of the free-boundary analysis is that the 
boundary of an excited region is sharp and con-
sists of two trigger waves representing the front 
and the back of the wave, so-called TT-waves 

Figure 1
Phase maps for the temporal oscillations of the sig-
naling patterns observed for agar concentration of 
(a) 0.2 wt% and (b) 2.3 wt%. The size of the imag-
es is 16.24x12.18 mm. The phase measured in the 
range from 0 to 2π is shown by color code. 
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[10-12]. The normal velocity of the front and of 
the back depends on the local value of inhibitor 
and on the curvature. Since the Kessler-Levine 
model does not include any inhibitor, the normal 
front velocity, cn , depends only on its curvature 
k, namely, cn = c – Dk, where c is the plane wave 
velocity and D is the cAMP diffusion coefficient.  
Very importantly in the Kessler-Levine model the 
trigger wave is followed by a phase wave, not 
a trigger wave. For these TP-waves, the normal 
velocity of the wave back is not determined by 
the back curvature and the existing free-bound-
ary approaches for TT-waves described, for in-
stance, in [10-12] are not applicable. 
Therefore we developed a free-boundary the-
ory for TP-waves. In the case of rigidly-rotat-
ing spirals it consists of two ordinary differen-
tial equations, which are describing the normal 
and tangential velocities of the wave boundary 
as functions of the arc-length s [12]. It is conve-
nient to measure the arc-length from the point 
q, where the front coincides with the back of 
the spiral wave. If the plane front velocity is giv-
en, the front curvature at the point q is well de-
termined, since the normal velocity here should 

be zero. Then, for an arbitrary chosen tangen-
tial velocity ct at the point q there exists only one 
single value of the angular velocity ω, which sat-
isfies the boundary conditions for s → ∞. Thus 
the shape of the wave front is selected.
Far away from the point q the wave back should 
simply follow the wave front with a time delay 
equal to the pulse duration d. Thus, the shape 
of the wave back should be identical to the front 
shape, but has to be turned by the angle α = ω d. 
However, in a vicinity of the point q a front-back 
time delay is small and this phase wave is not 
created yet. The back shape here still obeys the 
equations, which are valid for the front, and can 
be easily computed for the ω selected before. 
As shown in figure 2, then the angle α should be 
chosen in such a way, that the part of the wave 
front computed near the point q is smoothly con-
nected to the asymptotically established phase 
wave. Namely this smoothness condition deter-
mines the single possible value of the angle α 
and, hence, the pulse duration d.
Thus, for given value of the tangential velocity 
of the point q two values ω and d have been se-
lected by application of the free-boundary ap-
proach. This gives us an opportunity to present 
ω as a function of d. By simple rescaling pro-
cedure we have generalized this relationship. 
The main result of this consideration is the di-
mensionless angular velocity Ω represented as 
a function of a single dimensionless parame-
ter B, as can be seen in figure 3. This parame-
ter characterizes the medium excitability and is 
specified as B = 2D/(d c2). The angular velocity 
W is determined as Ω = ω D/c2.
A very important and unexpected result is that the 
dimensionless angular velocity Ω can be repre-
sented as a function of the same dimensionless 
parameter B, as it was the case for TT-waves [12]. 
It can be seen in figure 3 that the rigidly rotating 
spiral wave exists only within a restricted region of 
the parameter B. In the high excitability limit, B = 
Bmin the spiral wave core vanishes and the angu-
lar velocity approaches the value Ω =0.331. This 
limit practically coincides with a similar one found 
for the case of TT-waves [12]. In the low excitabili-

Figure 2
The selected shape of a spiral wave rigidly rotat-
ing at ω=0.552 obtained as a solution of the free-
boundary problem for c=2, ct=0.8, d=0.943, D=1. 
Solid blue line depicts the front. Red lines show the 
back near the phase change point q (solid line) and 
asymptotically established (dashed line). 
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ty limit, B = Bcp, the angular velocity vanishes, and 
the core radius diverges. A similar transition was 
also found earlier for media with a TT-wave [10, 
12], but for considerably smaller B = Bc. The core 
radius and the wavelength of the spiral waves can 
be also determined. The relationships found in the 
framework of the free-boundary approach are in 
good quantitative agreement with results from nu-
merical reaction-diffusion simulations of the Kes-
sler-Levine model, as can be seen in figure 3.
In summary, the experimental study of the influ-
ence of the cAMP diffusion constant on the spa-
tio-temporal dynamics during the signaling stage 
of Dictyostelium discoideum aggregation clearly 
demonstrated that spiral waves can exist only in 
the case of a sufficiently large diffusion of cAMP. 

The proposed modified free-boundary approach 
supplies a novel effective tool to study dynamics 
of these wave patterns. Moreover, the universal 
relationships obtained in the framework of this ap-
proach can be easily applied to analyze the spiral 
wave dynamics under temporal variations of the 
medium parameters, for instance, for the cells fol-
lowing a developmental path [6], or subjected to 
a genetic feedback [13]. The proposed approach 
also allows us to extrapolate a selection princi-
ple for rigidly rotating spiral in the Kessler-Levine 
model to a broad class of excitable media with TP-
waves, e.g., including cardiac tissue. That is also 
a challenge for a future work.

[1] S.J. Annesley and P.R. Fisher, Mol. Cell Biochem. 329, 73 
(2009)

[2] A.T. Winfree, The Geometry of Biological Time (Springer, 
Berlin Heidelberg, 2000)

[3] A.S. Mikhailov, Foundations of Synergetics (Springer, Ber-
lin Heidelberg, 1994)

[4] J.D. Murray, Mathematical Biology (Springer, 2003)
[5] S. Sawai, P.A. Thomason, and R.E. A. Cox, Nature, 433, 

323 (2005)
[6] D. Geberth and M.-T. Huett, PLoS Comp. Biol. 5, 1 (2009)
[7] J.G. Gross, M.J. Peacey, and D.J. Trevan, J. Cell Sci. 22, 

645 (1976)
[8] D. Kessler and H. Levine, Phys. Rev. E 48, 4801 (1993)
[9] V.S. Zykov, N. Oikawa, and E. Bodenschatz submitted.
[10] A. Karma, Phys. Rev. Lett. 66, 2274 (1991)
[11] D. Margerit and D. Barkley, Phys. Rev. Lett. 86, 175 (2001)
[12] V.S. Zykov, Physica D 238, 931 (2009)
[13] H. Levine, I. Aranson, L. Tsimring, and T.V. Truong, Proc. 

Nat. Acad. Sci. USA, 93, 6382 (1996)

Figure 3
The selected values of the dimensionless 
angular velocity Ω vs. the dimensionless 
parameter B obtained from numerical so-
lutions of the free-boundary problem (blue 
solid line). Dashed and doted lines depict 
results of direct numerical integrations of 
the reaction-diffusion Kessler-Levine mod-
el for several different excitation thresh-
olds. Thick red line represents the relation-
ship Ω(B) obtained for TT-waves in [12].
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V-3 Pattern Formation and instabilities in the actin cortex of Motile cells

the actIn cytoskeletal dynamics provides the 
fundamental basis of eukaryotic cell motility [1]. 
The cross-linked actin network at the front of a 
cell pushes the leading edge of the membrane 
towards the source of attractant. It is our aim to 
provide a quantitative understanding of the spa-
tio-temporal dynamics of the actin cytoskeleton 
within the leading edge. To achieve this goal, 
we have developed experimental methods to 
address single cells with well-controlled chemi-
cal stimuli in space and time. We use the social 
amoeba Dictyostelium discoideum (Dictyosteli-
um) as a model. 

Methods
A. Flow photolysis for well-defined spatio-
temporal stimulation of cells 
We apply stimuli in microfluidic devices in com-
bination with photochemical component release 
termed “flow photolysis” [2]. A signaling molecule 
is photochemically cleaved from a biological inert 
caged precursor. A sketch of this method is given 
in figure 1. We have carefully analyzed the effects 
of cell-shape and microfluidic flow on the chem-
ical signals reaching the cell membrane [3,4]. 
We have shown that the flow photolysis meth-
od provides well-controlled stimuli and the fastest 
switching of concentrations in a microfluidic flow. 
This gives us the opportunity to approach the limit 

Figure 1
Rapid concentration switching via flow 
photolysis (a) A flow of a caged com-
pound is established in the microfluidic 
channel. (b) Top view of the uncaging re-
gion in the flow. This region can be arbi-
trarily shaped and a photo-activation event 
releases the active compound. (c) Overlay 
of a fluorescence intensity profile after un-
caging of DMNB caged fluorescein with the 
theoretical description given by Taylor/Aris 
(red) and a finite element simulation (blue).

of delta peak or step input in addition to well-con-
trolled gradients.
B. Cell flattening 
To investigate the leading edge dynamics of 
Dictyostelium cells in detail with optical micros-
copy, we have developed microfluidic flatten-
ing devices [5]. Figure 2 a to c show a sketch, 
the mode of operation, and an image of a dou-
ble layered flattening device. The top layer ex-
pands under pressure, decreasing the height of 
the channel below (figure 2 b). In figure 2 d-e 
the cell flattening is visualized with a Dictyo-
stelium mutant tagged with the membrane re-
ceptor label cAR1-GFP. The left confocal mi-
crographs display the unflattend cell, while the 
right show the effect of flattening. This way we 
enlarge the region observable with total internal 
reflection fluorescence (TIRF) microscopy (see 
figure 2 f) and with single molecule spectrosco-
py at the cell membrane. This gives the interest-
ing possibility to investigate simultaneously the 
actin cytoskeleton and the dynamics at the lead-
ing edge, including processes like tip splitting. 
C. Non-optical biosensors
As a further approach to investigate Dictyoste-
lium, we recently adopted non-optical biosen-
sors to exclude influence of the imaging tech-
nique on the observed oscillatory instabilities. In 
collaboration with the Janshoff group (Universi-



164 | MPI For dynaMIcs and selF-orGanIzatIon 

research

ty of Goettingen) we applied Electrical Cell sub-
strate Impedance Sensing (ECIS) successfully 
to detect synchronous oscillations of Dictyoste-
lium cells [6]. We are currently developing a sys-
tem for single cell studies. Furthermore, we re-
cently began to analyze Dictyostelium cells via 
single cell force spectroscopy.  
D. Wide-field optical imaging of single mol-
ecules
Together with the Enderlein group (University 
of Goettingen) we started to investigate the mo-
lecular and cytoskeletal structure and dynamics 
at the leading edge. We will apply image corre-
lation microscopy and fluorescence image mo-
ment analysis. We will analyze fluorescently la-
beled proteins involved in the development of 
the leading edge at the single molecule scale 

and correlate it to the membrane curvature. The 
cell lines will be developed in our laboratory in 
collaboration with our partners at UCSD. 
E. X-ray imaging and diffraction
In collaboration with the Salditt group (Univer-
sity of Goettingen) we are applying lens-less  
X-ray imaging and diffraction to improve our un-
derstanding of the cytoskeletal structure at the 
leading edge of Dictyostelium. Specifically tar-
geted towards the present project, first nano-
beam X-ray experiments on Dictyostelium cells 
have been carried out [7], which allowed the 
mapping of several ionic components specif-
ic to the cell body. A sample environment for  
X-ray based imaging of freeze-dried and frozen 
hydrated Dictyostelium cells has been devised. 

Figure 2
Microfluidic actuator (a) Cells are contained in the bottom channel. The actuation channel is open – allowing ox-
ygen to flow through. The oxygen is supplied to the cells via the permeable PDMS membrane, which separates the 
two layers. (b) By adjusting the pressure of the oxygen supply at the inlet, the PDMS membrane is deformed and 
flattens the cells below. (c) Assembled double layer microfluidic channel with connected tubing. The actuation chan-
nel is filled with red and the lower channel with blue dye. (d, e) Flattening of Dictyostelium cells: confocal xy (top) 
and xz (bottom) sections are shown for a cAR1-GFP cell before flattening (d) and during flattening (e). The blue lines 
show the y and the z cuts. Scale bar: 10 µm. (f) Tip – splitting process of a flattened Dictyostelium cell migrating in 
buffer and imaged with TIRF microscopy. Actin filaments are labeled with LimE-GFP. Scale bar is 10 μm.
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Figure 3
Forced and autonomous oscillations in the Dictyostelium discoideum cytoskeleton Impulse trains with various 
periods have been applied to Dictyostelium LimE-GFP. Shown are T = 12 s (a), T = 20 s (b) and T = 35 s (c). The stimu-
lus is displayed in red and the corresponding power spectral density of the cytosolic response function on the right. Ar-
rows highlight the dominant input frequency. (a-c) are averaged signals over at least 10 cells. (d) Self sustained oscil-
lations on a single cell level found in the cytoskeletal defective double knock-out mutant SCAR-/PIR- with an additional 
LimE-GFP tag.

results
A. Temporal response of the actin cytoskel-
eton to rapid stimulations 
We applied periodic chemical pulses with a rise 
time of less than a second and a total duration 
of less than two seconds and recorded cyto-
skeletal actin response via confocal laser scan-
ning microscopy of the filamentous actin label 
LimE-GFP. The observed response was peri-
odic for input periods above 6 s and it showed  
a π phase shift between input periods of 8 s to 
15 s. This shows that the intrinsic time scale of 
the Dictyostelium signal processing system is 
within this range. Stimulated with longer peri-
ods the response power spectral densities show 
a second dominant frequency approximately 
twice the input frequency (figure 3 a-c).
We also found self-sustained oscillations in the 
cortex of Dictyostelium SCAR-/PIR- mutant cells 
also tagged with LimE-GFP. These mutants 
are deficient in cytoskeletal regulator proteins 
for actin. In our experiments, these mutants ex-
hibit self-sustained, cell-autonomous oscilla-
tions of cortical actin polymerization with peri-
ods of about 10 s to 15 s, while a steady state 

of polymerization with only slight fluctuations 
is observed in wild-type cells (see figure 3 d). 
Hence, these self-sustained oscillations are on 
the same time scale as the “resonance” condi-
tion. Further investigations are on the way. 
B. Spatiotemporal dynamics of the leading 
edge
We have carried out exploratory observations of 
the tip splitting of flattened Dictyostelium LimE-
GFP cells chemotaxing in the presence of a 
cAMP gradient. The gradient of cAMP was in-
duced by flow photolysis. A reconstruction of 
cell shape and membrane contour during a tip-
splitting process is presented in figure 4 a and 
4 b. Contours of a typical flattened Dictyosteli-
um cell (figure 5 a) and the corresponding con-
tour curvature plot (figure 5 b) show that, while a 
cell is crawling, the leading edge bifurcates, and 
protrusions move from the cell front to the back 
[8]. Recently, Barry and Bretscher [9] showed 
that Dictyostelium amoebae are also capable of 
swimming towards chemoattractants. They hy-
pothesized that the mechanism for swimming 
is intimately related to crawling. We were able 
to show that the measured cell membrane dy-
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Figure 4
leading edge dynamics Reconstructed cell shape and membrane contour marked by bright red (a). The yellow 
spots mark the middle of the contour length plotted in the bottom (b): up to 18 s, the size of the almost constant curva-
ture increases, at 18 s a flat region develops, and for > 18 s a furrow develops splitting two tips. Then the region of al-
most constant curvature increases again.

namics are sufficient to explain their observa-
tions [8] and that the alternative mechanism of 
membrane streaming is not required. 
C. Numerical simulations of the actin/mem-
brane dynamics
In collaboration with M. Falcke (MDC-Berlin) we 
model actin driven membrane dynamics. Build-
ing on the mathematical model introduced in 
[10] we added a shape mediated spatial global 
coupling by assuming that the surface tension 
of the membrane changes as a function of the 
cell’s projected area [11]. The filament network 
close to the membrane is formed by two parts: 
i) a highly dense cross-linked actin gel and ii)  
a brush formed of free fluctuating actin filaments 
which polymerize and undergo cycles of attach-
ment and detachment to the membrane (figure  
6 a). Free fluctuating filaments in the brush 
transfer mechanical forces to the membrane 
only if they are anchored in a scaffold. We as-
sume that the actin gel itself, cross-linked and 
adherent to the substrate, provides this sup-
port. Then actin filaments, which are flexed by 
Brownian motion are able to exert force on the 

membrane. Numerical simulations of this model 
show that in a cell with initially symmetric shape 
and a symmetric polymerizing actin network, 
weak noise is sufficient to break the symmetry 
and the cell starts to move (figure 6 b).

conclusion and outlook
In summary, intrinsic time scales, resonant be-
havior, and intracellular synchronization have 
been systematically investigated to unravel a 
detailed picture of the dynamical properties of 
the actin system. By exploiting mechanisms and 
instabilities of the actin cortex of motile cells, 
we have begun to study the spatio-temporal 
dynamics with a special focus on the leading 
edge dynamics. Further study of pattern forma-
tion and oscillatory instabilities of Dictyostelium 
cells with labels for and genetic knock-outs of 
several key players in the chemotactic response 
will be necessary: these are the motor protein 
myosin-II, coronin (an Arp 2/3 inhibitor), Aip 1 (a 
cofilin activator) and the actin-regulating Ras-
GTPases.
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Figure 5
curvature space-time plot Typical cell contour of a crawling cell (a) and the corresponding curvature space-time 
plot (b) show the herringbone structure with regions of high curvature, which bifurcate at the front and travel to the 
back. To prevent a loss of detail at the edges, the curvature has been plotted over two contour lengths.

Figure 6
symmetry breaking in a simulated circular cell 
(a) Schematic representation of actin filaments ori-
ented normal to the membrane. While attached fil-
aments are under tension and pull back the mem-
brane, detached filaments are compressed, 
polymerize and deform the membrane locally. This 
generates a global coupling between the dynam-
ics of all the points on the membrane. (b) A small 
noise in actin polymerization rate grows nonlinearly 
to break the symmetry in a circular cell (t = 0). The 
cell with a polar shape (t = 3 min) moves with the 
velocity of 0.2 µm/min.
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V-4 coupling chemical oscillators through bilayer Membranes

We haVe deMonstrated before that mono-
disperse gel emulsions can be produced and 
manipulated in micro-fluidic environments with 
high accuracy and reproducibility [1, 2]. It is pos-
sible to create large rafts of droplets arranging 
in a ‚crystalline’ manner due to their mutual re-
pulsion and their interaction with the geome-
try of the channel system they are produced in 
(figure 1). They can be filled with different con-
tents, moved with respect to each other, or their 
contents merged by rupturing the oil lamellae 
separating them in a controlled manner [3-5]. 
It turns out that if the surfactant stabilizing the 
emulsion is properly chosen and the dispersed 
(aqueous) phase volume fraction is sufficiently 
high, the residual oil between adjacent droplets 
may be squeezed out, along with the formation 
of a surfactant double layer between the drop-
lets (figure 2). 
The formation of the double layer takes place on 
a millisecond time scale, with details depend-
ing on the properties of the surfactant and the 
oil. In our experiments we used mono-olein as 
the surfactant in most cases, and squalane as 
the oil. In this case, the formation of the double 

layer proceeds in a zipper-like process (figure 
2), where the velocity of the contact line was 
observed to be about 2 mm/sec. The resulting 
mono-olein double layers had a specific capac-
itance of 0.72 µF per square centimeter, which 
is very close to the literature value for oil-free 
mono-olein membranes. 
It turned out that these membranes have par-
ticularly interesting properties concerning the 
coupling of chemical oscillations in adjacent 
droplets. We have produced emulsions whose 
droplets carried the reactands of the Belou-
zhov-Zhabotinski (BZ) reaction. This produces 
chemical oscillations with a period of a few sec-
onds, which can be made visible by using Ferro-
in as a redox agent and optical indicator. In our 
experiments, the oil phase was laden with mo-
no-olein at concentrations well above the criti-
cal micelle concentration (CMC) in order to se-
curely stabilize the emulsion. 
The BZ reaction relies on bromine compounds 
for both the promoter and the inhibitor mole-
cules. Since the mono-olein has a chemical 
C-C double bond in its backbone, it acts as an 
efficient bromine scavenger: bromine spontane-
ously reacts with such double bonds saturating 
the backbone alkane chain. Consequently, no 
bromine can traverse the oil phase, and the os-
cillations of individual droplets remain uncou-
pled. This is in strong contrast to earlier work 
by others, which used a different formulation [6] 
with a double-bond-free oil phase. As soon as 
two droplets are only separated by a mono-ole-
in double layer, their chemical oscillations be-
come coupled.
This is demonstrated in figure 3 where three 
droplets are shown in the inset. The main pan-
el displays the optical transmission traces for 
the three droplets. Clearly, the traces of the 
two droplets in intimate contact (green and red 
trace) are phase-coupled, while the oscillation 
of the somewhat remote droplet runs free (blue 

Figure 1
Gel emulsions of water in oil generated by step 
emulsification, forming rafts in a wider channel. The 
channel width is 500 microns, the volume fraction 
of the aqueous phase is 0.75. The elementary cells 
of such rafts can be quite complex, as the lower ex-
ample shows. Controlled rearrangement of these 
configurations are possible by appropriately chosen 
channel geometries
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trace). The black curve indicates the distance of 
the centers of the droplets corresponding to the 
red and blue traces. By some drift in the setup, 
they approach each other, until around 100 sec-
onds their mutual motion comes to a halt. This 
indicates that their surfaces are virtually in inti-
mate contact, which results in a diverging vis-
cous resistance. However, their chemical oscil-
lations are still out of phase. 
For phase coupling to occur, the formation of a 
double layer is obviously necessary. This hap-
pens at about 120 seconds, as is visible from 
the abrupt drop in the distance of the droplet 
centers (black curve). After this has happened, 
the blue and red traces are phase coupled. We 
have also observed anti-phase coupling of ad-
jacent droplets separated by a double layer (fig-
ure 4), which shows that the significance of the 
double layer is more complex than just provid-
ing a free passage for the bromine molecules 

(after the few molecules constituting the mem-
brane have been brominated). 
In a raft of droplets of the kind discussed above, 
fronts of excitation can propagate in the same 
way as in a raft of heart muscle cells, or in a 
colony of Dictyostelium Discoideum. Figure 5 
shows a detail of such an excitation front, which 
would occur periodically, with a period corre-
sponding roughly to the free oscillation period 
of the chemical reaction. It is instructive to ob-
serve that the gap marked with the red arrow is 
already very narrow, but has not yet formed a 
double layer. As it may be anticipated from the 
discussion above, the excitation front is not able 
to traverse this gap, but will rather propagate 
around it. The figure shows three snapshots at 
equidistant times. The front chooses the longer 
path along the left rim of the image, before it 
reaches the droplet above the red arrow, just 
behind the narrow gap [7]. 

Figure 2
Time-resolved micrograph of membrane forma-
tion in a micro-fluidic system. Top: time-lapse imag-
es of three-phase contact line moving across the oil 
lamellae while membrane is forming. The total di-
ameter of the membrane is 300 microns. Bottom: 
Three-phase contact line position as a function of 
time. The slope of the dotted line is 1.9 mm/s.

Figure 3
Effect of membrane formation upon the phase cou-
pling of chemical oscillators. The blue, red, and 
green traces represent the transmittance of the 
three droplets shown in the insets as a function 
of time. The black curve shows, on the same time 
axis, the distance of the ‘blue’ from the ‘red’ droplet 
(measured center-to-center). The oscillations cou-
ple in phase as soon as the membrane is formed 
(jump in the black curve), but not before.
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Figure 4
Traces showing antiphase coupling of droplets sep-
arated by bilayer membranes between them. This 
shows that the membranes play a more complex 
role in the coupling process than just providing free 
exchange of the promotor and inhibitor molecules.

Figure 5
Demonstration of the influence of membrane cou-
pling on an excitation wave in a larger raft of drop-
lets. The oil phase consists of squalane with 50 
mM/l mono-olein. The aqueous phase is 0.5 M sul-
phuric acid, 280 mM sodium bromate, 0.5 M malo-
nic acid, and 3 mM ferroin. The droplet surfaces in-
dicated by the red arrow are very close, but there 
has yet no membrane been formed. The excitation 
wave (coming from below) passes around the ar-
row, the excitation does not directly cross the gap 
between the two droplets
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V-5 Patterns, structures, and surface ordering in complex Fluids

understandInG the behavior of soft matter 
at interfaces is essential for numerous topics in 
fields such as nanotechnolgy, biophysics, colloi-
dal systems, etc. We study experimentally var-
ious complex fluid systems in which the pres-
ence of one or two interfaces induces structures 
which are not present in the corresponding vol-
ume phase. Our systems comprise micrometer-
thick and ultra-thin (one to four molecular lay-
ers) smectic films on silicon substrates, smectic 
membranes in aqueous environment, microflu-
idics with surface-ordering systems, and sur-
factant-laden interfaces separating a liquid-
crystal and an aqueous volume phase.

Micrometer-thick smectic films with antago-
nistic anchoring conditions
These films, prepared on silicon wafers, pos-
sess a smectic/substrate and a smectic/air in-
terface. The molecular smectic layers prefer to 
be parallel to the air interface but are forced to 
stand perpendicular on the substrate surface. 
The antagonistic anchoring conditions result in 
the formation of focal conic domains (FCDs): 
Defect structures, in which the smectic layers 
are bend around two singular lines, namely a 
circle on the substrate surface and a straight 
line running from the circle center to the air in-
terface. FCDs, which can arrange themselves 
in regular arrays, might be used as templates 
or matrices for self-organizing soft matter sys-
tems and the goal of our project is to explore the 
targeted generation and the controlled arrange-
ment of these structures [1-3] (figure 1).

Ultra-thin smectic films
Smectic films consisting of only one or few mo-
lecular layers are prepared by spin-coating from 
solution. By controlling the concentration of the 
smectic material in the spin-coating solution, 
films with a defined small number of smectic 

Figure 1
Top: AFM image (the numbers give the dimensions 
in micrometers) of the surface of a 6 micrometer 
thick smectic film on a silicon wafer. The antago-
nistic anchoring conditions (random planar at the 
substrate surface, homeotropic at the air interface) 
generate an array of circular focal conic domains 
(FCDs) in the film. The bending of the molecular 
smectic layers in each domain result in a depres-
sion in the air interface above each FCD the depth 
of which can be measured by AFM. Bottom: Rela-
tion between the diameter 2r of the FCDs and the 
thickness H of the smectic film. The two data sets 
are obtained for two substrates possessing differ-
ent strengths of the random planar anchoring. The 
anchoring strength was tuned by coating the silicon 
wafers with differently composed silane mixtures. 
Solid lines are fits to a theoretical model (see [2]).

layers can be prepared. Unless the concentra-
tion is precisely tuned to certain values, the top-
most smectic layer of the films is formed only 
partially, i.e., it is either fragmented into isolat-
ed islands or it shows a porous structure (figure 
2). There is a well-defined relation between the 
8CB concentration in the spin-coating solution 
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and the resulting surface structure, thereby en-
abling the targeted generated of island or pore 
structures [4]. These films might be of interest 
for the preparation of structured two-dimension-
al soft matter systems. 

smectic membranes in aqueous environment 
and microfluidics with surface-ordering sys-
tems:
Smectic films which are freely suspended on 
a solid frame in air are well established experi-
mental model systems for the study of the struc-
ture of smectic phases, phase transitions in two 
dimensions, and surface and dimensionality ef-
fects in fluid systems. We could prepare free-
ly suspended smectic films in water with a size 
of 1 cm² using surfactants ensuring a strong 
homeotropic anchoring at the smectic/water in-
terfaces [5]. Since the ordering surface field at 
the smectic/water interface can be tuned via 
the surfactant coverage, smectic films in aque-

ous environment may expand the general range 
of possible studies of freely suspended smec-
tic films. We studied the stability and the thin-
ning transitions which occurred at temperatures 
above the volume smectic-A – isotropic tran-
sition temperature. We investigated further the 
formation and rupture kinetics of thin smectic 
membranes separating water droplets in micro-
fluidic devices. Smectic membranes and alkane 
membranes separating gas bubbles in microflu-
idic devices were also studied, especially with 
respect to the development of dynamic com-
pound refractive lenses for the focussing of x-
rays [6]: The smectic surface order at isotro-
pic liquid-crystal/air interfaces and the surface 
freezing at liquid alkane/air interfaces stabilize 
the gas bubbles against coalescence and are 
thus essential prerequisites for this purpose.

surfactant-laden liquid-crystal/aqueous in-
terfaces:
In most of the above mentioned systems, sur-
factants, accumulated at liquid-crystal/water in-
terfaces, play an essential role. We have con-
tinued our systematic studies of the influence of 
surfactants on the surface ordering behavior of 
liquid crystals above the liquid-crystal – isotro-
pic transition. A number of experimental results 
indicate that the magnitude of the surfactant 
coverage of a liquid-crystal/water interface con-
trols the strength of the ordering surface field. 
We could recently show that the precise tun-
ing of the surfactant concentration enables the 
experimental realization of a first-order prewet-
ting transition at which the thickness of a nem-
atic wetting film jumps between two finite val-
ues [7]. Increasing the surfactant concentration 
drives the prewetting transition towards a criti-
cal point, again demonstrating the experimen-
tal control of the surface field (figure 3). Future 
work will focus on the influence of the molecu-
lar structure of the surfactant and on the role of 
the aqueous phase, e.g., by replacing the pure 
water phase by water/glycerol mixtures. 

Figure 2
AFM height images (area 20 x 20 micrometers) of 
ultra-thin (two to three molecular layers) smectic 
films spin coated from solution onto silicon wafers. 
The concentration of the smectic compound (8CB) 
in the spin-coating solution was 2.8 mg/ml (a), 3.0 
mg/ml (b), 3.2 mg/ml (c), 3.4 mg/ml (d), 3.6 mg/ml 
(e), and 3.8 mg/ml (f). The images demonstrate the 
partial formation of the smectic top layer: with in-
creasing concentration, a structural sequence is 
observed which starts with isolated islands which 
grow to a porous structure and finally form a com-
plete layer. The height difference between the 
thicker and the thinner parts of the film is about 3.2 
nm, corresponding to the thickness of one molecu-
lar smectic layer.
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Figure 3
Temperature dependence of the ellipticity coefficient ρ of a surfactant-laden liquid-crystal/water interface in the tem-
perature range above the nematic – isotropic transition temperature TNI; ρ is a linear measure of the thickness of the 
nematic layer at the interface. The curves are obtained with different surfactant concentrations (the number at each 
curve give the molar fraction in 10-3 in the liquid crystal volume phase. The discontinuous jump observed for low 
concentrations indicates a first-order prewetting transition at which the thickness of the nematic wetting layer chang-
es abruptly (see schematic drawings in which the nematic layer is marked in yellow). With increasing surfactant con-
centration, the prewetting transition is driven towards a critical point beyond which the wetting layer thickness varies 
continuously.
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V-6 dynamics of droplets in Microchannels

Most MIcroFluIdIc applications rely on a 
thorough understanding of the dynamics and 
interaction of droplets flowing in microchan-
nels [1]. But even the simple problem to pre-
dict the terminal velocity of an isolated droplet 
flowing in a straight channel is not fully solved 
[2]. The literature provides many examples for 
measurements of the droplet velocity as func-
tion of water and oil flow rates but these data are 
scattered and depend significantly on the chan-
nel geometry and specific details such as the 
material of the channel walls or the surfactant 
used to stabilize the dispersed droplets. Addi-
tional complexity of the droplet behavior arises 
in dense packings of flowing droplets leading to 
unexpected instabilities and droplet rearrange-
ments [3]. 
One of the central aims in this project is to an-
alyze and model quantitatively the dynamics 
of single droplets and droplet packings, and to 
link it to the external control parameter pressure 
drop or flow rates of the liquid phases. Prelim-
inary experiments show that surfactants play 
a key role in the dynamics of isolated droplets 
[4]. Part of the scattering in the velocity mea-
surements reported in literature may be due to 
prolonged time scales of surfactant adsorption 
relative to the time lag between droplet produc-
tion and velocity measurement. This raises the 
question whether the instantaneous velocity of 
droplet in a straight channel of suitable geom-
etry can be employed to determine the surfac-
tant concentration at the interface. This part of 
the project will rely on a combination of accurate 
measurement of the droplet velocity in combina-
tion with numerical simulations of fluid flow for 
different boundary conditions at the water oil in-
terface. It will provide additional insights in the 
stabilization of interfaces beneficial for the proj-
ect described in section II-9. 
Besides velocity measurements we will investi-

research

gate numerically the visco-capillary relaxation 
of droplets in microchannels upon hydrodynam-
ic forcing. A number of microfluidic applications 
require a large volume fraction of the dispersed 
phase which leads to a spontaneous arrange-
ment of the droplets in the confinement of a mi-
crochannel. At sufficiently low flow rates the ob-
served droplet packings will be still close to a 
local minimum of the interfacial free energy. Vis-
cous dissipation inside the liquid phases and ef-
fects of surfactant dynamics comes into play at 
higher flow rates. 
So far, we considered packings of effective-
ly two-dimensional droplets in flat straight mi-
crochannels. Figure 1 shows two examples of 
numerical simulations of droplets flowing in flat 
(Hele-Shaw) microchannels. This Hele-Shaw 
geometry has the advantage that the dynam-
ics of the two fluid phases can be well approxi-

Figure 1
Shapes of monodisperse droplets in flat (Hele-
Shaw) microchannels computed using boundary el-
ement methods for a fixed flow rate of the contin-
uous phase. a) Train of five droplets at moderate 
capillary number. The arrow indicates the direction 
of flow. b) Two droplets entering an elongation-
al flow in a funnel at a higher capillary number. A 
short ranged disjoining pressure has been added 
to account for the repulsive interaction between the 
menisci.



175MPI For dynaMIcs and selF-orGanIzatIon |

Patterns and InstabIlItIes

mated by two dimensional Darcy flow. Given ap-
propriate boundary conditions at the interfaces 
and channel walls, the Darcy equation is solved 
numerically using boundary elements methods 
and the droplets are propagated according to 
the normal velocity at the interface.
Droplet packings in the quasi-static limit of slow 
flows are obtained from analytical construc-
tion and numerical minimization of the interfa-
cial free energy. The mechanical stability of sev-
eral fundamental single and two-row packings 
shown in figure 2a) can be represented in terms 
of a packing diagram, cf. figure 2b). Surprisingly, 
certain types of packings turn out to be unstable 
under longitudinal compression and decay into 
domains of different packings of high and low 
density. This instability is generically observed 
not only for trains of droplets in flat microchan-
nels for channels but for various other geome-
tries. This spontaneous separation occurs once 
the volume of fraction of the dispersed phase 
falls into the range where the longitudinal com-
pressibility is negative. 
One further aim of the project will be to quanti-
fy the role of viscous dissipation and compress-
ibility of the dispersed phase on the appearance 
and stability of different packings under flow-
ing conditions [5]. In addition we will extend our 
studies to the stability analysis of droplet pack-
ings in arbitrary channel geometries.

Figure 2
a) Packing of congruent droplets in a flat micro-
channels: (S) slugs, (L) loose packing, (Z1) zig-zag 
packing, (Z2) staircase packing, and (B) bamboo 
packing. b) Packing diagram for congruent drop-
let shapes in terms of the control parameter volume 
fraction ϕ and rescaled channel width W/√A, where 
W is the width of a channel and Ad is the area cov-
ered by one droplet. The full lines delimit the re-
gions where certain droplet packings are glob-
al minima among all possible congruent packings. 
Crossing a dashed line leads to a decay of a cer-
tain packing. More than one stable shape exists in 
the region bounded by the black dashed lines.
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V-7 Magneto-microfluidics and Phyllotaxis

FerroFluIds are colloidal suspensions of 
magnetic nanoparticles in water or oil stabilized 
by surfactants. They exhibit fascinating struc-
tures in magnetic fields resulting from the bal-
ance of magnetic forces that tend to align the 
dipole moments of the nanoparticles along the 
field lines and surface tension which tends to 
guarantee the cohesion of the liquid structure 
[1].
The control of ferrofluid droplet-droplet interac-
tion by a magnetic field has a rather –  a priori 
– unexpected application in phyllotaxis. Indeed, 
about 20 years ago, it has been demonstrated 
that phyllotactic patterns can be obtained using 
a very simple experimental setup by dripping 
droplets in the middle of a coil [2]. The insertion 
of droplets in the middle of the system, the ra-
dial advection of the droplets at constant speed 
(due to the gradient of the magnetic field) and 
the droplet-droplet short-range repulsive inter-
actions (dipole-dipole interaction) are the sole 
ingredients required to reproduce the phyllotac-
tic pattern of sunflower (figure 1). In sunflower, 
primordiae are generated in the center of the 
flower, grow to the edge and their initial position 
depend on the available space provided by the 
previous primordiae. The ferrofluid experiment 
reproduces these constraint and leads to simi-
lar pattern formation. Only a limited number of 
experiments have been performed on this top-
ic, with only a few droplets, most of the data 
available on the patterns being obtained by nu-
merical simulations. Our aim is to perform ex-
periments in order to study the pattern forma-
tion in more details. We are indeed interested 
in the dynamics of the transitions between pat-
terns that can be observed for example by a 
change in dripping frequency. Such transitions 
can be observed in plants for example when the 
growth rate of the plan changes in time. To re-
liably study the transitions, the patterns should 

be clearly obtained which requires a large num-
ber of droplets. Microfluidic systems are then a 
perfect tool to study such a system. Using drop-
let based microfluidics, we have started to pro-
duce droplets of ferrofluid stable against coales-
cence. We will have access to a large number 
of droplets (potentially more than 104 over a 
square centimeter as depicted on figure 2. By 
controlling the frequency of droplet production 
we hope to see patterns emerging in microflu-
idics as they appear in the corresponding bulk 
experiments (figure 1). Here we expect to have 
a large number of droplets, which will give us 
access to the pattern rearrangement dynamics 
that is not accessible in the bulk experiments. 
This work is in collaboration with Prof. Alan 
Newell and Matt Pennymaker from the Univer-
sity of Arizona in Tucson. 

Figure 1
Pattern formation in plants (left) can be explained by 
a simple model including radial advection of the pri-
mordiae generated in the center of the flower. The ini-
tial position of the primordiae depends on the previ-
ous primordiae by steric repulsion. Analogous model 
experiments are using ferrofluid droplets (see [5] for a 
description of the original experiments). Here, in our 
experiments the droplets are about 1 mm in diameter 
and are generated in the center of a coil. The magnet-
ic field pushes the droplets to the edge of the device 
and induces dipole-dipole repulsive interactions be-
tween the droplets. Spiral patterns similar to those ob-
served in plants are obtained depending on the drip-
ping frequency. 
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Figure 2
(left) Ferrofluid emulsion produced in a microfluidic device. The droplet size is about 100 microns. The droplets of 
aqueous ferrofluid are produced by flow focussing (see figure 3) in fluorinated oil and stabilized by a fluorinated surfac-
tant. The droplets are here about 10 times smaller in diameter compared to the droplets of figure 1. In the absence of 
field, the droplets organize as hexagonal array. In the magnetic field (right), droplets align in the field lines by dipole-di-
pole attractive interaction leading to other patterns (the orientation of the field has here components both in plane and 
out of plane). 

Figure 3
Microfluidic production of ferrofluid droplets without (top) and with (bottom) magnetic field. The magnetic field is orient-
ed outside of the plane of the device leading to repulsive interactions between droplets that can be seen on the sepa-
ration between droplets in the first expansion and by the change in the droplet arrangement in the second expansion 
(droplets are 100 microns in diameter). 

Ferrofluid droplets are also a versatile model 
system to probe the behavior of liquid structures 
in external fields, namely here in a magnet-
ic field. We have started to integrate microflu-
idic modules to manipulate ferrofluid droplets 
in microchannels. Electromagnets can be im-
plemented on chip using for example the so-
called microsolidics techniques [3] that we 
already use to manufacture electrodes for elec-
tric fields. We plan to pattern electromagnets 
on the chip to control the orientation of the ap-

plied field or simply use Helmoltz coils to gen-
erate uniform fields. Magnetic field is an input 
to control the interaction between droplets (fig-
ure 1 and figure 3). The interaction can be at-
tractive when the magnetic field is applied in 
the direction of the droplet-droplet axes or re-
pulsive when the field is perpendicular to the 
droplet-droplet axis. Therefore by choosing the 
orientation of the field we can tune on-demand 
the interactions between droplets (figure 3). We 
want to use this system to study the packing of 
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emulsions in magnetic field or to probe the hy-
drodynamic interactions between droplets [4]. 
We also want to use magnetic field as a micro-
manipulator to control droplet-droplet interfaces 
in order to separate them at different speed to 

study droplet coalescence. It has been demon-
strated recently that separation of droplet induc-
es coalescence [5] and we will use our magne-
to-microfluidic system to quantitatively analyze 
this phenomenon. 
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V-8 Biophysical Aspects of Biofilm Formation 

Most MIcrobIal species have the ability to 
attach to surfaces and to form dense multispe-
cies communities that are extremely robust to 
antibiotics or mechanical perturbations. Gain-
ing control over the formation of such biofilms 
is of tremendous socioeconomic interest be-
cause they are implicated in many diseases and 
cause significant industrial costs (e.g. through 
clogging) [1]. The distinctiveness of the biofilm 
phase was fully appreciated when gene ex-
pression data became available, and came as 
a big surprise to classical microbiology, which 
had focused on the planktonic or free-swim-
ming microbial phase. While this paradigm shift 
spurred intensive research efforts to uncover 
the unique biology of biofilms, still little is known 
about physical constraints on the formation of 
biofilms. Yet, we believe that controlling biofilm 
growth will eventually involve an interdisciplin-
ary effort due an intricate coupling of hydrody-
namics, elasticity, fluctuations and population 
growth. In the following, we present experimen-
tal research projects that highlight potential in-
terplays between physics and biology in the for-
mation of dense microbial colonies grown in the 
lab and of naturally occurring biofilms.

Forces of growth and division
When cells grow and divide to form clusters, col-
onies or dense tissues, they have to exert forc-
es onto their surroundings. Mechanical stress-
es are required to create the void necessary to 
accommodate new cell material. They act upon 
the extracellular matrix, adhesive and cohe-
sive bonds, and against steric constraints due 
to confinement. Familiar examples are growing 
tumors, expanding wings in Drosophila or the 
formation of bacterial colonies and biofilms. 
These forces of growth and division are an im-
portant aspect of both multi-cellular and sin-

gle-celled organisms. They can feedback onto 
growth either by triggering signaling cascades 
in mechano-sensing cells or, more directly, by 
mechanically stalling out cellular proliferation. 
However, the feedback loop between force and 
growth remains poorly characterized even in 
the simplest microbial systems. In part, this is 
due to the fact that the classical way of culti-
vating microbes in flasks of liquid media, the 
batch culture, allows cells to divide in the ab-
sence of any mechanical stress. Hence, batch 
culture studies are “blind” to the effects of me-
chanical stress.
We have designed an experimental project to 
measure the (time-dependent) pressures that 
are generated by microbial cells proliferating in 
confined geometries under well-defined chemi-
cal conditions. This project is funded since 2011 
by the German Research Foundation within the 
framework of a newly established collaborative 
research center SFB 937. Here, we report on 
our preliminary experiments. 
A key challenge for measuring the microbial pop-
ulation pressure is to constrain the volume avail-
able to the population while maintaining a con-
stant biochemical environment. Both challenges 
could be met by the use of microfluidics. Previous 
studies have shown [2], that in micro-meter sized 
bioreactors, diffusion is strong enough to ensure 
a homogenous supply of nutrients (and removal of 
waste products) throughout the growth chamber. 
Hence, microbial growth is limited by the availabili-
ty of space instead of chemicals. This can be seen 
in figure 1 where budding yeast cells (S. cerevisi-
ae) were trapped and grown in long channels with 
narrow constrictions on one end. As cells grew 
and filled the channel, they got jammed and de-
formed the side walls of the chambers. This ef-
fect could be amplified by the addition of small 
amounts of colloidal particles. The walls of the 
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channels in figure 1 were made of Polydimethyl-
siloxane (PDMS) with a Youngs modulus of about 
1.2 MPa. From the deformation of the walls of the 
chamber, we estimate a lower bound on the max-
imal population pressure of 0.4-0.6 MPa [3]. Note 
that this population pressure is different from the 
hydrostatic pressure, as the channels are open 
on both sides to allow for the exchange of fluids. 
Our preliminary results demonstrate that the pres-
sures are indeed in the range of the osmotic pres-
sure inside the cells. Furthermore, we found that 
the cellular growth dynamics is quite markedly in-
fluenced by the presence of these (self-generat-
ed) pressures. A quite striking manifestation of the 
feedback mechanism between force and growth 
is shown at the bottom image of figure 1, which 
documents the sudden shrinkage of a yeast cell 
under pressure. At this point, it is not clear, wheth-
er these shrinkages follow from a simple balance 
of forces or whether they are regulated cell death 
(pressure driven apoptosis [4]).
In the future, we plan to complement our exper-
imental investigations by a theoretical analysis 
of the non-equilibrium elasticity of growing mi-
crobial populations. The goal is to rationalize 
the measured mechano-chemical character-

istics, and their variation among species. We 
hope that this combination of theory and experi-
ments will eventually elucidate the role of mech-
anosensing in the formation of biofilms.

effect of turbulent and non-turbulent shear 
on biofilm growth
Biofilms commonly form on the walls of ves-
sels and conduits, such as industrial pipelines 
and can lead to increased drag as well accel-
erated corrosion or contamination of the trans-
ported liquid. Consequently many studies have 
been concerned with the formation of biofilms 
on surfaces under hydrodynamic shear (e.g. 
[7]). Typically at high shear rates biofilms are 
found to be more compact and more strongly 
attached. It has also been observed that under 
turbulent flow conditions biofilms form filamen-
tous streamers. Typically in these studies flows 
were laminar at low flow rates and transition to 
turbulence occurred with increasing velocity. 
In contrast we here want to carry out experi-
ments at constant Reynolds number (Re) (or al-
ternatively constant wall shear) by making use 
of the sub critical nature of the transition in pipe 
and Taylor Couette flows. In either configuration 

Figure 1
The image documents that growing yeast cells (S. cerevisiae) can produce pressures large enough to significantly wid-
en silicone walls of microfluidic channels. The channels (width 10μm) were seeded by a mixture of yeast cells (S. cere-
visiae) and colloidal particles (5µm diameter). As the yeast population expanded, colloidal particles blocked the chan-
nel inlets, thereby effectively caging the yeast population. During such blockades, population pressure built up and 
widened the channels. By comparing the top images, it can be seen that the channel walls are pushed apart by about 
10%-20%. Given a Young’s modulus of 1MPa for the wall material (PDMS), this corresponds to a population pressure 
of 0.1-0.2 MPa. Bottom: The red circle indicates a cell that suddenly deflated in the 5 min time lag between both the 
times at which both images were taken. This observation demonstrates that the population pressure has a strong feed-
back onto cellular growth, and might indicate pressure induced apoptosis.
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flows are laminar when unperturbed even at rel-
atively high Reynolds numbers (e.g. in the pres-
ent pipe set up flows remain laminar for Re in 
excess of 10000) if on the other hand the flow 
is disturbed the motion will be turbulent. Hence 
we can realize flows which are laminar or turbu-
lent both with identical wall stress (on average). 
We hope that this study will clarify if the struc-
tural differences reported for biofilm formation 
are caused by the action of turbulence or sim-
ply by the increased shear. It is possible that 
turbulent fluctuations are more efficient in de-
taching microbial colonies than a steady shear. 
On the other hand turbulence strongly enhanc-
es mixing which in turn may improve the nutri-
ent supply.
In pipes wall stresses can be directly deter-
mined from pressure drop measurements. 
Pressure drops are proportional to the inverse 
of the diameter to the fourth power. This makes 
pressure measurements also a highly accurate 
way to determine the effective pipe diameter, 
i.e. the diameter minus the biofilm thickness. 
This method can therefore be used to deter-
mine the thickness of the grown biofilms and 
we have tested this in a water flow through a 4 
mm pipes where after two days a 10 micron bio-

film had formed. Furthermore we observed the 
formation of streamers (a streamer formed in a 
microfluidic device at low Re is shown on the left 
hand side of figure 2) at non smooth pipe junc-
tions which at large enough Re (Re>2800) was 
found to trigger transition to turbulence.

Fossile biofilms: Kinneyia and the emer-
gence of cellular mechano-sensing
Biofilms may as well be found in fossile forms. 
A widespread facies is the so-called Kinneyia, 
which is characterized by a well developed un-
dulation of its surface. It occurs in formerly litto-
ral or limnic settings, from the Ediacaran (about 
600 Ma b.p.) to the Jurassic [5]. A glance at 
the details of this pattern suggests to interpret 
it as the result of a dynamic instability in the 
film. The wavelength is of the same order as 
a typical thickness of a modern littoral biomat 
(few millimeters). It decreases significantly to-
wards the rim of the fossile, suggesting a mono-
tone relation between the wavelength and the 
local thickness of the mat. It has been reported 
that biofilms behave physically like viscoelas-
tic materials, with an astonishingly universal re-
laxation time of about 18 minutes [6]. It is clear 
that a viscoelastic film on a substrate which is 
subject to a flowing liquid above will undergo a 
Kelvin-Helmholtz-instability, resulting in a sur-
face undulation with a wavelength of about 3 
times the film thickness. Since microbial mats 
easily reach thicknesses of a few millimeters, 
this model is at least in principle capable of ex-
plaining the observed structures. 
However, there is an interesting problem with 
this interpretation: if it is true that modern mi-
crobial mats are just viscoelastic media, Kin-
neyia-like undulations would have to be en-
countered on modern microbial mats as well, 
wherever they are subject to, e.g., occasional 
tidal or seasonal currents. Such undulations, 
however, are not observed. One must thus con-
clude that while modern microbial mats may ap-
pear as viscoelastic media for some standard 
measurement devices, they actually respond in 
a more complex fashion to external stress. An 

Figure 2
Left: A “streamer” biofilm formed at a corner in 
a micro channel. These experiments were car-
ried out in a 50 micron wide channel at low Reyn-
olds numbers and we observed streamer forma-
tion for E. coli bacteria as well as Bacillus subtilis. 
Right: A fossile biofilm, about 545 Ma old (Ediaca-
ra; Nama group, Schwarzrand Subgroup, Vinger-
breek member, Namibia). The characteristic undu-
lation pattern of these fossiles called ’Kinneyia’ is 
so far unexplained, but might be the result of a Kel-
vin-Helmhotz instability caused by the onset of flow 
in the aqueous (limnic or littoral) environment of the 
live biofilm.
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active mechanical response to stress is abun-
dantly known from living cells, which as well ap-
pear as purely viscoelastic at first glance. The 
evolutionary benefit of such active response in 
the case of biomats is obvious: the Kelvin-Helm-
holtz undulation destroys the mutual relation of 
cellular neighborhood as well as the material in-
ternal transport system of the mat, which it will 
hardly survive. A mechanical response which 
is capable of sidestepping the Kelvin-Helmholtz 
instability would thus open up the whole range 
of flowing waters as possible new habitats. In 
fact, modern biomats are found in strong flow, 
such as rivers and mountain creeks, as well as 
tidal currents. 
A direct interpretation of the above reasoning 
is that Kinneyia is a witness of the emergence 
of mechanosensing in early cellular organisms. 
According to this idea, biofilms in the ediaca-
ra were in fact physically completely equivalent 
to passive viscoelastic films, such that every 
seasonal change or tectonic event leading to a 
change in current patterns would lead to the dy-

namical surface instability, thus to the destruc-
tion of the mat and to the formation of the fos-
sile. We are now conducting experiments and 
simulations on Kelvin-Helmholtz instabilities of 
viscoelastic films under flow. One goal is to gen-
erate the fossile facies by providing an appro-
priate sedimental load to the flowing aqueous 
phase. Furthermore, we will repeat these ex-
periments with live biomats the mechano-sens-
ing of which has been knocked out, in order to 
see whether this leads to the (expected) forma-
tion of the undulations under flow. In parallel, 
we perform simulations of flow on active pseu-
do-viscoelastic media in order to learn how the 
instability can be circumvented in a real setting.

Sectoring within biofilms: differences be-
tween species
Fluorescence imaging techniques are ideal 
to study basic aspects of the microbial colony 
formation, as they allow tracking lineages in a 
growing population. In this way, we could show 
that the appearance of organization in biofilms 

Figure 3
Segregation patterns of two different microbial species are qualitatively similar but different in detail. (A and B) Both 
bacteria (E. coli) and yeast (S. cerevisiae) colonies exhibit spatial gene segregation when they grow colonies on agar 
plates. However, the number of (surviving) sectors is much larger in yeast colonies. (C and D) Continuous patches of 
boundary regions and homeland (bounded by dashed line) at a magnification of 51x for E. coli (C) and yeast (D). (E 
and F) Images at single-cell resolution (100x). (E) Tip of a sector dies out (E. coli). (F) Section boundary at the frontier 
(yeast). (adapted from Hallatschek et al. (2007)). (G) Round E. coli mutants (mreB deletion) give rise to striped patterns 
very similar to the yeast case, suggesting that cell shape is controling the roughness of domain boundaries.
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can emerge without active coordination [8]. 
That is, familiar biofilm properties such as phe-
notypic differentiation or species stratification 
[1] do not necessarily require that cells commu-
nicate with one another using specialized sig-
naling molecules. Instead stochastic number 
fluctuations decompose the biofilm into com-
partments called sectors. A phenomenological 
theory was formulated to predict the mesoscop-
ic consequences of this effect [9, 10].
A biophysical explanation of the surprising 
strength of these stochastic fluctuations, and 
their variation among species, is still lacking. In 
an ongoing project, we are testing whether the 
difference between patterns observed in bacte-
ria and yeasts is due to the difference in shape. 
Whereas S. cerevisiae is spherical and grows 
by budding, E. coli is rodlike and growths by 
elongation and subsequent equatorial division. 
As a consequence E. coli has the tendency to 
form “streets” of aligned bacteria on a plate. 
From an initially isotropic mixture of cells, these 
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182 (10), 2675-2679 (2000)
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streets will bump into one another until the frus-
tration is released by buckling events. Our hy-
pothesis is that the kink-like structures in figure 
3 are actually a microscopic footprint of these 
buckling events, and cause the vigorous ran-
dom wandering of domain boundaries in E. coli 
colonies. To investigate this hypothesis directly, 
we are repeating the competition experiments 
using spherical E. coli (mreB mutants and A22-
induced) and rodlike yeasts (S. pombe). Figure 
3 G displays preliminary results for a competi-
tion experiment with round E. coli mutants. No-
tice that, consistent with our cell shape hypoth-
esis, the genetic patterns is very similar to the 
striped pattern of S. cerevisiae. Our goal for the 
future is to understand the roughness as a func-
tion of cell shape quantitatively. In particular, 
we expect to find the domain boundary rough-
ness is set by a characteristic microbial “street” 
length, which results from the competition of ad-
hesion forces (favoring alignment) and excluded 
volume interactions (favoring buckling).
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V-9 evolutionary dynamics: the speed of adaptation

eVolutIonary theory tries to explain 
how the organized complexity of today’s bio-
sphere may have arisen over time. This puz-
zle was resolved in principle by Charles Darwin 
who showed that continual adaptation (inevita-
bly) arises due to heritable variation and nat-
ural selection. But is Darwinian evolution by 
small adaptive steps fast enough to explain, for 
instance, the evolution of a wing, an eye, a brain 
or Human social behavior in 3 billion years of 
evolution after the first cell emerged? Not even 
our largest computers implementing the most 
complex evolutionary scenarios are getting 
close to a realistic simulation of Darwinian evo-
lution over such long time scales.
Biological evolution shares its long term un-
predictability with other complex nonlinear sto-
chastic system, such as human economies, 
social structures, the nervous system or the cli-
mate. For instance, it is impossible to predict 
the weather in one year’s time, even though we 
know, and have tested, the governing laws (e.g. 
the Navier-Stokes equation) to an excellent de-
gree. However, computer models can predict 
the weather on short times extremely accurate-
ly. Similarly, evolutionary theorists are in search 
of models of “microevolution”, that allow pre-
dicting the course of evolution on short times in 
simple systems. 
Microevolution is usually studied under fairly re-
strictive assumptions that are rarely realized in 
nature. The following project, which combines 
a model with a concrete evolution experiment, 
tries to break with a one of the most crucial re-
strictions in order to achieve a more accurate 
description of natural populations.

adaptation by the continual accumulation of 
beneficial mutations 
Suppose a population well-adapted to one en-
vironment suddenly has to face a harsher, or 
unseen, environment. How fast will the popu-

lation adapt to the new environment? From the 
genetics point of view, two phases must be dis-
tinguished: First, there will be a rather quick 
adaptive response due to pre-existing genetic 
variation in the population. If prior to the change 
in environment the population exhibits some 
variation in a trait that is strongly selected in 
the old environment, then the better adapted 
among the pre-existing phenotypes will leave 
more offspring in the next generation, and thus 
increase in abundance. This mode of adapta-
tion will slow down, however, after the initial-
ly existing variation (also called standing varia-
tion) has dissipated. On long time scales, then, 
adaptation must proceed by the accumulation 
of new beneficial mutations that spontaneously 
arise after the environmental change. This sec-
ond much slower phase of adaptation has been 
studied extensively in controlled microbiologi-
cal evolution experiments [1]. Amongst others, 
these experiments have revealed two very dif-
ferent dynamical scenarions for the accumula-
tion of new beneficial mutations [2]. In the sim-
plest case, adaptation is mutation limited: the 
population “waits” most of the time for a new 
beneficial mutation to arise. Once a beneficial 
mutation has arisen and become sufficiently 
frequent, it will expand deterministically until it 
is present in all individuals of the population. Af-
ter the completion of such a sweep, the popula-
tion is stationary again until the next beneficial 
mutation arises. The accumulation rate of bene-
ficial mutation is, hence, controlled by the rate of 
appearance of new beneficial mutations, which 
is proportional to the population size and the 
mutation rate. Notice however that this regime 
of “periodic selection” requires sufficiently small 
population sizes. For large populations, bene-
ficial mutations do not appear strictly sequen-
tially. Instead, multiple beneficial mutations will 
be present on different genetic backgrounds si-
multaneously and compete with one another for 
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sweeping through the population. In population 
genetics terms: multiple “clones” are present in 
the population and “interfere”. Clonal interfer-
ence generally leads to a reduction in adapta-
tion rate because beneficial mutations are of-
ten lost if they appear on an unfavorable genetic 
background. Nature has found an elegant way 
around clonal interference by the invention of 
sex and recombination, which allows beneficial 
mutations to be combined on a single genet-
ic background even if they appeared on differ-
ent ones. Hill and Robertson proposed this ar-
gument as the primary reason for why sexual 
reproduction is so wide-spread in multi-cellu-
lar organisms.
In recent years, extensive efforts have been 
spent to replace a purely verbal description 
of clonal interference by a quantitative theory 
of the speed of adaptation [3–6] that could be 
compared with experiments [2]. A major limi-
tation of the resulting models is, however, that 
they apply only to well-mixed populations. The 
key difference between spatially extended and 
well-mixed populations is that beneficial muta-

tions spread through spatially structured sys-
tems in the form of waves, first described by R. 
A. Fisher [7]. Adaptation by Fisher waves leads 
to important qualitative and quantitative differ-
ences for the speed of adaptation in a spatial-
ly extended population, as we find in an on-go-
ing theoretical study: First, viewed as a function 
of system size, we find a strict speed limit of 
adaptation, when clonal interference becomes 
important, see figure 1. This contrasts strongly 
with the well-mixed case, where the adaptation 
rate never reaches a plateau due to a logarith-
mic dependence on system size. On the other 
hand, we find that in the clonal interference re-
gime, beneficial mutations accumulate at a rate 
that scales as (µ ρ)1/(d+1) in d dimensions, where 
µ and ρ are mutation rates and population den-
sities, respectively. This dependence on muta-
tion rates is much stronger than predicted log-
arithmic dependence for the well-mixed case, 
and should be testable in the experiments de-
scribed below. Finally, we could show that spa-
tial mixing can strongly suppress clonal inter-
ference: Small amounts of long-range migration 
lead to a significant speed up of adaptation. 
The underlying reason is that reduction in spa-
tial structure shortens fixation times in a pop-
ulation and hence reduces amounts of clonal 
interference. In fact, mixing will lower fixation 
times in the presence of any kind of structure 
be it due to spatial extend, age difference, envi-
ronmental heterogeneities or other differentiat-
ing forces. This general mechanism has lead us 
to hypothesize that whatever improves mixing in 
structured populations is selectively favored in 
the clonal interference regime. The evolution-
ary biology of structured populations, in par-
ticular biofilms but also tumors, should be re-
visited in light of this “extended Hill-Robertson” 
hypothesis.

Preliminary experiments 
Microbes, like bacteria and yeast cells are the ide-
al testing ground for microevolutionary theories, as 
they allow evolution to be observed as it is happen-
ing in the lab. Since microbes are small and have 

Figure 1
Speed limit of evolution for large habitats. The ad-
aptation rate R (fixation rate of beneficial mutations) 
grows linearly with the habitat size L in the peri-
odic selection regime. When the habitat size ex-
ceeds a crossover length Lc the adaptation rate sat-
urates completely due to clonal interference. The 
characteristic length Lc measures the typical size 
of clones when they first “collide”. Simulations are 
run for a linear habitat, with exponentially distribut-
ed selective advantages s and wave speeds equal 
to the deterministic Fisher wave speed.
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short division times on the order of 20 minutes to 
hours, it is possible to evolve billions of microbes 
over thousands of generations in small flasks of 
liquid media. The most famous of these experi-
ments, due to Richard Lenski, now runs for over 20 
years and has recently completed 50,000 micro-
bial generations [1]. In Lenski’s experiment, bacte-
ria normally grown in rich media adapted to grow 
in minimal media, in which only one carbon source 
is provided (10% glucose). Over the course of the 
23 years since the beginning of the evolution ex-
periment, the bacteria have accumulated a growth 
rate increase by about more than 70%.
The continual evolution of well-mixed microbi-
al populations such as in the Lenski experiment 
has produced a large number of valuable insights 
into the dynamics of adaptation, but these exper-
iments are blind to the effects of spatial structure. 
Testing evolutionary models that include spatial 
degrees of freedom requires a novel experimen-
tal setup. The simplest way of maintaining spa-
tial structure in a population of microbes is grow-

ing them on a surface. Agar plates are an ideal 
system for this purpose, since growing microbi-
al colonies on agar plates is a cheap standard lab 
technique. Moreover, wherever the nutrients in the 
agar plate are depleted, cells stop dividing. For 
this reason only the outer boundary – the “front” 
– of the colony consists of actively growing cells. 
So the front is the actual habitat, which can be 
considered effectively one-dimensional, since it is 
typically very thin (80 μm in the case of E. coli [8]). 
The inner region of the colony does not change 
over time and therefore represents a “fossil” fro-
zen time record of the colonization process. The 
speed at which the front moves forward into new 
territory provides a measure for the mean fitness 
of the cells within the active layer.
The idea of our experiment is illustrated in figure 2. 
A population of microbes is inoculated on one side 
of a long rectangular agar plate of width L. As the 
population of microbes grows over the surface, 
we monitor the velocity of the expanding edge. 
An increase in expansion velocity reflects adapta-

Figure 2
Two ways of realizing a continual evolution experiment in one spatial dimension. a) A classical serial dilution exper-
iment. Microbes are grown in separate flasks (demes) in liquid culture. Each day, a certain amount of cells from an 
overnight culture is transferred to fresh medium. Migration between demes is achieved by cross-transfer. In flask 2 a 
beneficial mutation has just occurred and partially swept through the deme. By migration and differential growth (natu-
ral selection), this mutation can spread through the whole population. b) Our setup for a spatial evolution experiment is 
based on microbial colony growth. Microbes are inoculated along a line at the top of the agar plate, and the population 
is allowed to expand downwards. The expansion velocity v depends, amongst others, on the growth rate of the active 
cells (red). In the upper part a beneficial mutation occurred and spread linearly through the habitat.
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tion of the front population: Mutations accumulate 
at the expanding edge if they confer an increase 
in the expansion velocity. This experimental set-
up can be viewed as the continual evolution of the 
thin band of “pioneers” at the expanding frontier 
(of the growing microbial population). As the pop-
ulation expands, its front population is subject to 
continual dilution and growth. In effect, the band 
of pioneers evolves as in a quasi-one-dimension-
al chemostat.
We have recently analyzed the dynamics of sin-
gle selective sweeps in expanding microbial col-
onies [9]. We have shown that sweeping benefi-
cial mutations give rise to sectors in the wake of 
the expanding population, whose opening angle 
is reflective of the selective advantage they con-
fer, see figure 3 (left). Using these techniques, 
we plan to sensitively measure the difference 
in expansion velocity between the derived and 

ancestral strains and to visualize the effects of 
clonal interference, c.f. figure 3 (right).
Our experimental system has several parameters 
that can be manipulated without difficulty: By com-
paring strains with strongly increased mutation 
rate (mutators) with wild type strains, as well as 
varying the width of the agar plate (i.e., the size of 
the one-dimensional habitat), we will test wheth-
er the speed of adaptation in our setup indeed fol-
lows the predicted square root scaling. Our ex-
perimental setup opens the door to a number of 
further tests of evolutionary theory. For instance, 
we will investigate adaptation to heterogeneous 
environments by imposing gradients of antibiot-
ics in the agar substrate. By increasing mutation 
rates (genetically, chemically, or by radiation), we 
plan to measure critical mutation rates, at which 
adaptation stops altogether due to genetic melt-
down (also called error threshold).
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Figure 3
Beneficial mutations give rise to sectors with un-
usually large opening angles. left: This colony of 
yeast (S. cerevisiae) was grown from a 5:1 mixture 
of CFP (red) and RFP (green) labeled cells. The 
large funnel-like green sector, which arose spon-
taneously, outgrows both wild type strains. right: A 
linear inoculation of a mixture of a CFP (red) strain 
that has a beneficial mutation compared to an oth-
erwise neutral RFP (green) strain. The resulting 
sectors of CFP mutants have similar shape and are 
well separated, due to the small ratio (1:40) of mu-
tant to wild type
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V-10 transition to turbulence in shear flows

soMe of the fundamentally most important 
shear flows, such as pipe, channel, Couette 
and boundary layer flows become turbulent al-
though the laminar state is linearly stable. The 
transition process occurring in these flows has 
turned out to be much more complicated than in 
linearly unstable situations like Rayleigh Bénard 
convection or Taylor Couette flow. Because of 
its fundamental and practical importance pipe 
flow is the probably most prominent example 
amongst those linearly stable shear flows. Even 
for this simple geometry it has not been possi-
ble to clarify some central and seemingly simple 
questions regarding how turbulence first aris-
es. It has already been noted in the pioneer-
ing study of Reynolds [1] that turbulence does 
not arise through a linear instability and that 
the perceived transition point strongly depends 
on disturbances present in a given set up. Fol-
lowing these observations Reynolds postulat-
ed that a ‘real critical point’ exists below which 
flows will always return to laminar even if sub-
ject to a strong perturbation initially. The exis-
tence of such a critical point was the basis of 
the Reynolds number concept introduced in his 
1883 paper [1]. In a subsequent attempt to de-
termine the exact value of this transition point 
Reynolds introduced the so called ‘Reynolds 
decomposition’ [2] which is widely regarded 
as the starting point of modern turbulence re-
search, however the method was unsuccess-
ful in determining the critical point. Even in the 
following 125 years it has not been possible to 
resolve its value or the nature of the transition 
process.
We here apply a combined experimental and nu-
merical approach to obtain a general understand-
ing of the transition in these shear flows. While in 
direct numerical simulations we can study quan-
tities not accessible in experiments, experiments 
allow long observation times that cannot be re-

alized in simulations. An important aspect of our 
work is to compare the transition processes in dif-
ferent flows in order to identify universal aspects. 
In particular experiments and direct numerical 
simulations are carried out for pipe, Couette, Tay-
lor Couette, duct and channel flow. 

figure 1
Space time plot showing the streamwise vorticity 
squared in a numerical simulation of pipe flow in a 
150D long domain starting with a single puff which 
over time splits into multiple one leading to an over-
all increase in the turbulent fraction.

In order to establish if turbulence becomes sus-
tained at a critical point as postulated we sep-
arated decay from growth processes. Starting 
from a localized spot (or ‘puff’) of turbulence, 
which is the typical flow structure at transitional 
Reynolds numbers, we investigated if the turbu-
lent fraction increases or decreases over time. 
Although such a study may appear simple at 
first sight it is greatly complicated by the fact 
that turbulent spots are transient and decay af-
ter extremely long times with decay times in-
creasing faster than exponential with Re. In de-
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tailed studies we have been able to show that 
this transient nature is intrinsic to turbulence 
and that despite the very fast increase of life-
times there does not appear to be a critical point 
where this lifetime becomes infinite [3-6]. The 
circumstance that individual spots are transient 
does not necessarily mean that the entire flow 
will return to laminar. Other mechanisms have 
to be taken into account and it turns out that 
turbulent spots also have tendency to nucle-
ate new ones (see figure 1) and that the rate at 
which new spots occur increases with Re. In-
deed as for lifetimes also the spreading of turbu-
lence follows a Poisson process. This circum-
stance allows us to resolve the extremely small 
probabilities for decay as well as spreading in 
the transitional regime. The balance point be-
tween the two competing processes (see figure 
2) marks the critical Reynolds number [7] where 
turbulence first becomes sustained in accord 
with Reynolds proposition. The sustainment 
of turbulence here is a consequence of the in-
creasing spatial complexity and in contrast with 
the classical view that turbulence arises pure-
ly from an increase in temporal complexity (as 
proposed by Landau and Ruelle-Takens). 
In order to clarify if the same transition process 
observed in pipe flow also holds in other linear-
ly stable shear flows we carry out experiments 

and simulations for Couette, duct and channel 
flows. Here equally critical points can be mea-
sured as a competition between decay and 
spreading processes. In a first study we have 
already shown that turbulent spots in channels 
and ducts also exhibit a memoryless decay (fig-
ure 3). However differences may arise in chan-
nel and Couette flow due to the additional span-
wise dimension which as such is not present 
in pipes and square ducts. Some propositions 
have been made that due to the spanwise width 
the transition may change from a second order 
to a first order non-equilibrium phase transition. 
Investigations are underway in our group and a 
first study of plane Couette flow suggests that 
here the critical point can be determined in the 
same manner as in pipe flow.
The stochastic nature of the transition process 
in these flows is akin to critical phenomena in 
model systems such as coupled map lattices 
and directed percolation. These systems dis-
play scale invariance at the critical point and are 
characterized by universal critical exponents. 
Having developed a method to determine crit-
ical points for the onset of turbulence in shear 
flows offers a unique opportunity to elucidate 
the very nature of the transition process and to 
probe if it is equally characterized by universal 
exponents. 

figure 2
Decay vs. growth. The left 
branch shows the median times 
for the memoryless decay of tur-
bulent puffs/spots in pipe flow. 
The right branch gives the me-
dian times for the memory-
less growth. The crossing at 
Re≈2040 marks where struc-
tures grow faster than they de-
cay and turbulence eventually 
becomes sustained.
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figure 3
Decay rates of turbulent spots in channel (aspect ratio of 25), square duct and pipe flow. In all three cases lifetimes in-
crease super-exponentially.
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V-11 Data Driven Modeling of cardiac Dynamics and Model evaluation

tHe DeVeloPMent of detailed physiologi-
cal models of the heart, the availability of large 
quantities of high-quality structural and func-
tional experimental data, and ever-increas-
ing computational power have significantly en-
hanced the understanding of cardiac dynamics 
and hold the promise of new clinical applica-
tions for diagnosis and treatment of heart dis-
ease [1]. However, the systematic integration of 
experimental data into high-dimensional, multi-
scale models and their subsequent evaluation, 
validation and analysis remains a major chal-
lenge. Therefore, we are developing a data driv-
en, integrative strategy that combines high-res-
olution imaging techniques with state of the art 
numerical modeling through innovative state es-
timation methods. Within this approach, model 
evaluation plays an important role for the vali-
dation and the selection of model complexity on 
all relevant scales from subcellular, cell, tissue 
to organ and organism level. The models will be 
used to study genetic and environmental factors 
contributing to initiation, perpetuation and termi-
nation of cardiac arrhythmias. In the following, 
we will briefly describe the experimental tech-
niques used to characterize detailed anatomical 
structure and high-resolution spatial-temporal 
dynamics of the heart, the available mathemat-
ical models, and provide examples of state and 
parameter estimation.

High-resolution cardiac Imaging
Physiological cardiac modeling requires de-
tailed structural, functional, and dynamical char-
acterization of the heart. The MPRG Biomedical 
Physics develops high-resolution fluorescence 
imaging techniques (optical mapping) for intact, 
Langendorff-perfused hearts (see figure 1). 
Techniques from computer vision research 
are applied to reconstruct the three-dimen-

sional shape of the heart from multiple silhou-
ettes. We combine optical mapping with motion 
tracking, which permits, for the first time, fluo-
rescence imaging of contractile, moving cardiac 
tissue. This unique experimental technique en-
ables the simultaneous measurement of mem-
brane voltage, intracellular calcium, and surface 
strain. The dynamical characterization of cardi-
ac tissue is based on the restitution relations of 
action potential duration and conduction veloc-
ity, obtained from optical mapping. This func-
tional data is complemented by structural in-
formation, including coronary vasculature and 
fiber orientation obtained from micro-comput-
ed tomography, diffusion-tensor magnetic res-
onance imaging, and histological data. Mea-
surements on cellular and subcellular level, 
including patch clamp, sharp electrode patch, 
and STED microscopy, are available through 
our research partners and complement the ex-
perimental techniques developed by the MPRG 
Biomedical Physics.

Mathematical Modeling of the Heart
We are using mathematical models of cardiac 
tissue with various levels of complexity, rang-
ing from generic to detailed physiological de-
scriptions. The choice of the model depends on 
the specific problem at hand. Generic models 
play an important role for the understanding of 
fundamental principles of excitable media. For 
example, we have used generic models to ex-
plore the nonlinear dynamics underlying the in-
teraction of rotating waves with heterogeneities. 
However, generic models do not permit to elu-
cidate the molecular basis of cardiac function. 
The Fenton-Karma model has the minimal ion-
ic complexity necessary to reproduce essential 
qualitatively characteristic dynamical properties 
of the system [2], while being computationally 
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efficient. In contrast, physiological models aim 
at a detailed quantitative description of cellular 
physiology. However, model selection and the 
reliable estimation of model parameters from 
experimental data is utmost difficult. We focus 
on in silico modeling of different Na+ and Ca2+ 
transport dysfunction and their role in arrhyth-
mia onset and perpetuation. The numerical 
models are implemented using finite differenc-
es and parallelized using the message-passing 
interface (MPI). Irregular tissue boundaries are 
implemented using the phase field method, an 
elegant approach to satisfy no-flux boundary 
conditions on arbitrary geometries [4].

state and Parameter estimation
While physical models often can be derived 
from first principles, they may contain param-
eters whose values are not or only partially 
known and may depend on the physical con-

figure 1
(A) High-resolution optical mapping of intact, Langendorff-perfused rabbit heart. (B) Schematic of the imaging setup. 
(C,D) Reconstructed 3D surface of a rabbit heart (C) with photorealistic texture mapping (D). (E) Complex spatio-tem-
poral wave dynamics during ventricular fibrillation (VF). (F) Phase map during VF indicating phase singularities. (G) 
Numerical simulation of VF using the Fenton-Karma model [2] adapted for rabbit ventricle. (H) Pacing experiment on 
mouse ventricle is used to obtain action potential and conduction velocity restitutions under physiological and patho-
logical conditions [3]. 

text. To identify these parameters, the mod-
el may be adapted to experimental data. Here 
both (unknown) parameters and model vari-
ables have to be adjusted, including hidden (i.e. 
not observed) state variables determining the 
temporal evolution of the model. For some ap-
plications this adaption has to be continuously 
updated to “track” some process by continous-
ly incorporating measured data into the mod-
el (a procedure called data assimilation in geo-
sciences and meteorology). To accomplish the 
task of parameter estimation we employ syn-
chronization and nonlinear optimization meth-
ods. With the synchronization approach [5] the 
available time series is used to drive a simu-
lation model in order to achieve (generalized) 
synchronization. The synchronization error de-
pends on the model parameters and attains a 
global minimum if they coincide with the “true” 
values holding for the experimental system. As 
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figure 2
Synchronization-based state and parameter estimation of a chaotic 2D Barkley model (a=-0.75, b=0.06, ε=1/12). (A) 
Snapshots of the solution of the driving and response systems as well as their differences are plotted in columns 1-3, 
respectively. The first row shows conditions at t=0, i.e. when coupling is applied. The second row shows solution at 
t=20, when synchronization has almost been reached (from [7]). (B) Contours showing the Euklidean norm of the syn-
chronization error if the parameters a and b of the Barkley model of the response system do not match those of the 
driving system. The star indicates the minimum of the synchronization error.
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figure 3
Optimization-based state and parameter estimation of a chaotic Hindemarsh-Rose neuron model. The time series 
generated by the model (blue dots) was adapted to the observed time series (green circles) (from [9]).

an advantage of this approach all (unobserved) 
state variables approach their true values due 
to synchronization and have not to be explicit-
ly estimated.
As an example for synchronization based data 
assimilation we developed a scheme for syn-
chronizing extended excitable media [6]. Sim-
ilar to possible experimental situations we as-
sume that time series are sampled at sensors 
providing local (spatial) averages of the mea-
sured variable. Multivariate time series from 
different sensors are then fed into the model 
to synchronize it with the observed dynamics. 
Relevant parameters of this synchronization 
scheme are the sensors’ size and (mutual) dis-
tance and the coupling strength. This is demon-
strated using a generic model of excitable me-
dia exhibiting spiral wave dynamics and chaotic 
spiral break-up. The system generating the data 
and the adapted “model” are both implemented 
on a graphics processing unit (GPU) providing a 
speedup factor of 50 – 100 compared to a con-
ventional CPU [6,7]. Figure 2A shows two snap-
shots of the synchronization process for chaotic 
dynamics generated by a (cubic) Barkleymod-

el. The synchronization error landscape shown 
in figure 2B can be used to identify the correct 
model parameters corresponding to the (glob-
al) minimum.
Optimization based methods aim at reproducing 
the observed time series by means of the cor-
responding model output, too. However, since 
no synchronization is employed, one addition-
ally has to make sure that the underlying tem-
poral evolution of the state variables fits to the 
model dynamics. This can be achieved by im-
posing the dynamical equations as constraints 
on the optimization process [8] or by including 
(deviations from) the dynamical equations in the 
cost function [9]. We use and evaluate both op-
timization approaches. An example for the sec-
ond method is shown in figure 3, using the Hind-
marsh-Rose (HR) neuron model [9], where the 
adapted model output (solid blue line) has been 
fitted to the data. Despite the two time scales 
in the observed signal and the superimposed 
measurement noise the implemented parame-
ter estimation algorithm is able to recover the 
correct values of four system parameters and 
the dynamics of the (slow) “hidden” variables. 
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We also succeeded in identifying hyperchaotic 
dynamics (dimension > 8) and system param-
eters of a generalized Rössler system [9] from 
a scalar time series and parameters of cardiac 
cell models [10], which indicates the enormous 
potential of the estimation method. 
In general, an important topic and task is the de-
tection of parameter redundancies that (may) oc-
cur if many model parameters are unknown (as 
is the case, for example, in cardiac cell models). 
In such a case the true parameter values may be 
not observable, i.e. different combinations of mod-
el parameters provide the same output (compared 
with the observed time series) [9].

outlook
Future activities in data assimilation and param-
eter estimation will focus on two major goals: 
(i) development of efficient, robust and reliable 
methods for parameter estimation, (including 
error bounds and indications of observability 
by employing probabilistic methods, for exam-
ple); and (ii) application of advanced identifica-
tion methods for model evaluation and compar-
ison (“How well can a simple model reproduce 
the dynamics of a more complex model?”) and 
for data assimilation of extended systems (fed 
by experimental data).
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V-12 time series analysis of cardiovascular Biodata 

cHaracterIzatIon anD classIfIcatIon 
of cardiac dynamics on the basis of measured 
time series (e.g. electrocardiogram, ECG) is cru-
cial for distinguishing physiological from patho-
logical states with potential applications for di-
agnosis and risk assessment. Since the heart is 
an extended system, its spatiotemporal electro-
mechanical activities in combination with addi-
tional control loops of the cardiovascular sys-
tem form the basis of most observed signals 
and any (nonlinear) response to perturbations. 
In particular, complex spatiotemporal dynamics 
in terms of rotating action potential waves called 
spiral waves and their subsequent breakup into 
additional spiral waves has a strong impact on 
heart rate variability and may cause many car-
diac disorders. Much progress has been made 
on the microscopic dynamics underlying cardi-
ac rhythm (i.e., ion channel dynamics) and inter-
mediate-scale dynamics (i.e., individual spiral 
waves). However, characterization of the mac-
roscopic dynamics, including the global behav-
ior of multiple spiral waves, underlying molecu-
lar or genetic mechanisms, and its implications 
for clinically relevant signals including the ECG 
remain largely elusive. Therefore, we determine 
characteristic features of measured signals that 
are suitable for classification using state of the 
art machine learning methods, and we investi-
gate the corresponding underlying spatiotem-
poral dynamics. The development and applica-
tion of novel analysis and classification methods 
require an interdisciplinary and collaborative re-
search environment, integrating data acquisi-
tion, analysis and interpretation within the bio-
medical context.

characterization of multiple spiral waves
This project aims at characterizing a multiple 
spiral wave system from a large-scale perspec-

tive. Our goal was to develop improved intuition 
into the complex behavior of these systems for 
possible applications to the study and diagno-
sis of cardiac tissue during fibrillation [1]. Ac-
cordingly, we focused our study on two quanti-
ties that are defined from the state of the entire 
system. The quantities correspond to the clas-
sical predator and prey quantities. In our mod-
el, the collection of all excited cells play the 
role of a predator, while excitable cells play the 
role of the prey (figure 1A). The use of “preda-
tor” and “prey” dynamical variables has provid-
ed diagnostic tools that we can use to charac-
terize the behavior of systems containing many 
interacting spiral waves. Study of these quan-
tities has allowed us to identify two character-
istic types of behavior we call type 1 and type 
2. The behavior of all the simulations and op-
tical mapping experiments we studied fell into 
one of these categories, or in transitions be-
tween these two categories. Both types of be-
havior possessed a number of different distin-
guishing characteristics, including the degree of 
repetitiveness of wave propagation patterns in 
time, the distribution of spectral power, and in-
ferred dynamical organization. Type-2 behav-
ior also exhibited a strong correlation between 
the time intervals between consecutive extre-
ma in the predator time history and the change 
in the value of the predator quantity that occurs 
within these time intervals. These characteriza-
tions led to the development of a theory based 
on the summation of behavior of the dynamics 
within the “domains of influence” of the individu-
al waves present in the system as shown in fig-
ure 1B. We find that this theory yields behavior 
consistent with all the characteristics observed, 
and thus is a starting point towards additional 
understanding of this complex spatio-temporal 
dynamics in the heart [1].
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figure 1
(A) Definitions of the predator and prey states as 
applied to the time record of a single pixel taken 
from typical filtered optical mapping data. (B) An 
example of how the domains of influence might be 
drawn for a particular pattern of action potential 
propagation in numerical simulation. Red=predator 
(action potential) regions; green=prey regions; 
blue=neither predator nor prey. Black and white 
dots mark spiral wave tips rotating in the clockwise 
and counterclockwise directions, respectively. The 
black lines mark the boundaries of the domains of 
influence (from [1]; see also “Phys. Rev. E Kaleido-
scope Images 2008”).

synchronization patterns in transient spiral 
wave dynamics
An important approach for analyzing spatially ex-
tended systems is “network analysis” (also called 
graphical methods) where time series are ob-
served (or measured) at different spatial locations 
and then investigated with respect to potential in-
terrelations between different parts or regions of 
the system. If strong relations are found this is 
often interpreted as being the result of structur-
al inhomogeneities, hidden connections or other 
causalities. In view of applications to experimen-
tal heart data we have applied this approach to 
spatiotemporal dynamics of a homogeneous ex-
citable medium exhibiting periodic dynamics in 

terms of (multiple) spiral waves (figure 2A; [2]). 
Time series were sampled on a (fine) grid of mea-
surement points and mutually (cross) predicted 
using a nearest neighbor approach. Since the 
system is homogeneous with (global) periodic dy-
namics one would expect that all pairwise predic-
tions provide similar errors. However, this is not 
the case. Instead we found regions of low mutu-
al prediction errors separated by borders across 
which relatively high prediction errors are ob-
tained (figure 2B). The origin of these patterns is 
a transient process during which regions of the ex-
citable medium adjust their dynamics by fine-tun-
ing their oscillation periods. Once this synchroni-
zation transient is over all patterns disappear and 
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figure 2
(A) Snapshot of the periodic spatiotemporal dynam-
ics generated by the Barkleymodel. The black and 
white circles indicate phase singularities with clock-
wise and counter-clockwise rotation, respectively. 
(B) Predictability chart of the Barkleymodel show-
ing (color coded) averaged prediction errors at dif-
ferent spatial locations when using forecasts based 
on a time series from a given site indicated by +. 
Bright and dark colors correspond to low errors 
(<0.002) and high (>0.024) prediction errors, re-
spectively (from [2]).

the network time series analysis provides the ex-
pected result (homogeneous cross prediction er-
rors). However, convergence to this asymptotic 
state is very slow. Therefore, in particular in ex-
periments, it is very likely that measurements are 
taken during the transient and may lead to wrong 
interpretations, for example concerning “inhomo-
geneity” of the underlying system or concerning 
additional connections between remote regions.

analyzing and classifying cardiac Biosignals 
The electrocardiogram (ECG) provides a non-
invasive transthoracic interpretation of the elec-
trical activity of the heart. Cardiovascular dys-
function often manifests itself in characteristic 
alterations of the ECG, in the heart rate vari-
ability and in the corresponding patterns of so-
called beat-to-beat intervals (BBI), i.e. peri-
ods of time between consecutive heart beats 
(or QRS-complexes; see figure 3A). The abili-
ty to classify physiological and pathological BBI 
patterns is critically important for the develop-
ment of new diagnostic tools. Successful clas-
sification of BBI time series, however, strongly 
depends on the availability of significant fea-
tures. There exist a large number of so-called 
heart rate variability parameters that we have 
implemented for application and evaluation, in-
cluding time and frequency domain parame-
ters, or methods based on nonlinear or symbol-
ic dynamics [3,4]. Time domain parameters are 
based on statistical methods derived from the 
RR-intervals as well as the differences between 
them. The mean heart rate (meanNN) is the 
simplest parameter, while the standard devia-
tion for the whole time series (sdNN) is the most 
prominent HRV measure for estimating overall 
HRV. Frequency domain HRV parameters fo-
cus on periodic components in the heart rate 
time series. High frequency power reflects mod-
ulation of vagal activity by respiration, where-
as low frequency power represents vagal and 
sympathetic activity via the baroreflex loop. The 
low-to-high frequency ratio is used as an index 
of sympathovagal balance. Symbolic dynam-
ics provides a class of features by transform-
ing the time series into a sequence of symbols 
from a finite alphabet, which is then character-
ized by entropies or related statistical concepts. 
In this context we introduced a new family of 
features based on ordinal pattern statistics that 
turned out to be very competitive with respect to 
conventional heart rate variability measures [4-
6]. Ordinal patterns describe the relations with-
in short segments of length W of a given time 
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series as illustrated in figure 3B. A unique in-
dex can be assigned to each ordinal pattern by 
interpreting the subsequence as a permutation 
that is characterized by a permutation index as 
shown in figure 3B for subsequences of length 
W=3. Ordinal patterns and permutation indices 
are easy to compute and robust against noise.
Each time series can be transformed into a se-
quence of permutation indices providing a se-
quence of symbols from a finite alphabet of size 
W!. The concept of ordinal pattern can be ex-
tended by considering not only consecutive 
samples but also subsequences with samples 

x(n), x(n+L), x(n+2L),..., x(n+(W −1)L) that are 
separated in time by a lag of L sampling times 
TS which corresponds to a delay of T = L·TS in 
(absolute) time units. The probabilities of occur-
rence of specific patterns with permutation in-
dex I for a given delay T and length W are used 
as features for characterizing the underlying 
time series and will be denoted in the following 
by “perm(T,W,I)”.
As an example we distinguished 15 patients 
suffering from Congestive Heart Failure (CHF) 
from a control group of 15 healthy subjects us-
ing beat-to-beat time series [4-6].
Figure 3C shows a plot where for each (filtered) 
beat-to-beat time series (i.e. for each test per-
son) the values of perm(3,4,3) are plotted vs. 
the probability perm(4,4,3). Both probabilities 
of ordinal patterns are normalized with respect 
to the smallest and the largest value occurring 
in the full data set. Points representing patients 
suffering from CHF are marked as a (red) cross 
while data associated with persons from the 
control group are plotted as filled (blue) circles. 
As can be seen, both sets of points are clear-
ly separated. To quantify the amount of separa-
tion, a linear support vector machine has been 
used to compute a separating line with a maxi-
mal margin [4].
Comparison of features based on ordinal pat-
tern statistics with conventional heart rate vari-
ability parameters using p-values as well as 
Leave-One-Out Cross Validation errors shows 
that they provide valuable, non-redundant in-
formation about the underlying time series, in-
creasing the discriminative power of signal clas-
sification methods [4]. 
The availability of different parameters (or “bio-
markers’) efficiently describing a (ECG-) time 
series is an important prerequisite for employ-
ing multidimensional classification schemes to 
separate signal classes (see figure 3C).

outlook
Optical mapping techniques provide spatio-
temporal data of complex wave dynamics ob-
served with different modes of operation of the 

figure 3
(A) Beat-to-beat interval (BBI) time series obtained 
from electrocardiogram (ECG; inset). (B) Sche-
matic of ordinal patterns of length W=3 and corre-
sponding permutation indices plotted vs. time (hor-
izontal axis). (C) Classification of beat-to-beat time 
series using ordinal pattern statistics spanning a 
two-dimensional feature space. The separating 
(solid) line was computed by means of a support 
vector machine (from [4]).
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heart (including external pacing). These data 
contain valuable information about the under-
lying system including inhomogeneities or ad-
ditional conductance of impulses along fiber 
connections. Therefore, we plan to continue, 
improve and apply network analysis to multivar-
iate excitation data. Ordinal pattern analysis will 
be extended, evaluated and applied to different 
kinds of time series. A representative and (as far 
as possible) complete set of features describ-
ing ECG time series will be compiled and tested 
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with different data sets from laboratory experi-
ments with animals as well as clinical measure-
ments. These features will also serve as input 
for multidimensional classification methods de-
veloped in the field of statistical learning. In col-
laboration with colleagues from University Med-
icine Göttingen, data analysis will also play a 
crucial role in investigating the impact of genet-
ic modifications (e.g. ion channel mutations) in 
mice or other animal models.
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V-13 electro-mechanical Waves and Instabilities in cardiac tissue

DurIng carDIac fibrillation, the coherent me-
chanical contraction of the heart is disrupted by 
vortex-like rotating waves or scroll waves of 
electrical activity, which share topological anal-
ogies to point vortices and vortex filaments in 
hydrodynamic turbulence [1]. The dynamics of 
these filaments and their electro-mechanic in-
stabilities due to the nonlinear interaction with 
the anisotropic, heterogeneous substrate and 
the complex boundaries of the heart result in 
self-organized disordered dynamics. Further-
more, it has been shown that tissue deforma-
tion itself may affect electrical wave propagation 
and its stability, where both pro-arrhythmic and 
anti-arrhythmic effects have been observed [2]. 
While cardiac electrophysiology has been stud-
ied in great detail both experimentally and the-
oretically, the nonlinear dynamics and interplay 
of electrical and mechanical phenomena in the 
heart remain largely elusive. Our research fo-
cuses on three specific aims: (i) development of 
advanced experimental methods to study elec-
tro-mechanical wave phenomena; (ii) modeling 
of electrical and mechanical motion of cardiac 
tissue by means of simplified (generic) reac-
tion-diffusion-mechanics; and (iii) development 
of methods to study the system’s stability.

Imaging electro-mechanical Waves
The measurement of electro-mechanical waves 
in cardiac tissue remains a major experimen-
tal challenge. Conventional fluorescence imag-
ing of the heart (optical mapping) is significantly 
compromised by tissue deformation resulting in 
substantial motion artifacts in the optical signal. 
This limitation is usually addressed by prevent-
ing contractile motion using pharmacological 
motion uncouplers, which are known to alter the 
dynamical properties of the tissue. To overcome 
these limitations, we have developed an ad-

vanced optical mapping system that is capable 
of imaging contracting tissue. Using innovative 
camera calibration and image registration tech-
niques, we not only recover the undisturbed flu-
orescence signal (i.e. membrane potential and/
or intracellular calcium), but also obtain surface 
displacement and strain. However, with excita-
tion and emission wavelengths in the visible or 
near infrared, optical mapping does not permit 
to measure waves inside the heart wall. There-
fore, we have proposed a new imaging modality 
based on ultrasound elastography [3,4], which 
shows promise to visualize patterns of propa-
gation of excitation waves inside the cardiac tis-
sue through the mechanical deformations they 
induce, as shown in figure 1. We have provided 
a numerical proof-of-concept of this novel imag-
ing modality, indicating the potential for non-in-
vasive structural and functional diagnosis of the 
heart. In order to advance this new diagnostic 
modality, we study the propagation of electrical 
and mechanical waves in engineered heart tis-
sue (EHT). EHT is available in the form of ring-
like artificial tissue constructs with quasi-phys-
iological action potential propagation and force 
development [5]. EHT are made in the Depart-
ment of Pharmacology (University Medicine 
Göttingen, UMG). Due to their simple, acces-
sible geometry, they are an ideal “test bed” for 
the development and evaluation of novel imag-
ing modalities as well as quantitative, data driv-
en modeling of cardiac electro-mechanics. Me-
chanical motion and electrical activation in EHT 
is observed simultaneously using high-resolu-
tion ultrasound (Vevo 2100, VisualSonics Inc.) 
and fluorescence imaging using calcium and 
voltage sensitive dyes (figure 2A). Mechanical 
motion obtained from the local displacement of 
the ultrasound speckle pattern using a cross-
correlation technique. To advance the devel-
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opment of a three-dimensional ultrasound im-
aging modality, we studied the propagation of 
periodic wave propagation by stroboscopic ul-
trasound imaging in transversally shifted image 
planes (figure 2B) The resulting three-dimen-
sional, spatio-temporal data set reveals three-
dimensional wave propagation and character-
istic filament-like strain patterns (figure 2C). 
These strain patterns are observed in the vicin-
ity of muscle fibers, as evidenced by confocal 
microscopy. Further experiments are underway 
to characterize the structural and functional de-
velopment of EHT during maturation. Our ex-
perimental findings suggest that the available 
spatial and temporal resolution should permit 
the observation of transient phenomena.

Modeling reaction-diffusion-mechanics
In the heart, electrical excitation propagates 
through diffusively coupled cardiac cells and 
subsequently results in contraction and force 
generation (excitation-contraction or electro-
mechanic coupling). Mechanical forces on car-
diac cells may in turn change electrophysiologi-
cal properties of the tissue, e.g. action potential 
duration, or induce after-depolarizations result-
ing in premature beats. This so-called mech-
anoelectric feedback is therefore considered 
an important mechanism facilitating cardiac ar-
rhythmias, however many of its details remain 
elusive. The objective of this project is to de-

figure 1
As indicated by the red arrows, the passage of action potentials through individual cells causes time-dependent pro-
cesses in these cells (left panel), which lead to local contraction of the tissue primarily in the fiber direction (black ar-
rows in the center panel; with the large-scale tissue represented schematically as an imaginary rectangular grid drawn 
on an arbitrary cross section of the tissue), causing deformation and therefore displacement of the entire tissue (right 
panel). Computer models of both of the forward problem (the creation of displacements from known active stresses; 
red arrow on right) and the inverse problem (the determination of the stresses that had to be present to create a given 
displacement field; blue arrow) are used in this study (from [1]).

velop and analyze a generic model of cardiac 
electro-mechanics and to study mechanisms 
underlying the onset and perpetuation of car-
diac arrhythmias. In order to answer this ques-
tion, we are following Panfilov et al. and model 
cardiac tissue as a reaction-diffusion-mechan-
ics system. This model consists of reaction-dif-
fusion equations describing (simplified) cardi-
ac electrophysiology, equations describing soft 
tissue mechanics, and the coupling between 
them. Finite deformation elasticity theory is re-
quired to describe the tissue dynamics, due to 
the significant change in cell length during con-
traction (typically 10-20%). Numerical simula-
tions indicate that mechanical deformation may 
result in spiral wave drift and subsequent break-
up [2]. Moreover, deformation may also result in 
spiral wave stabilization as shown in figure 3. 

stability analysis
Two important questions in the investigation of 
cardiac arrhythmias are how these activation 
patterns develop and how their complexity can 
be characterized. What properties of the tis-
sue determine its susceptibility to arrhythmias? 
Where and when are certain activation patterns 
most sensitive to perturbations? What makes ir-
regular activity easy or difficult to terminate? We 
expect that the answers will yield valuable in-
formation for the prevention of arrhythmias and 
about strategies to terminate them. One of our 
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figure 3
Reaction-Diffusion-Mechanics. (A) Excitation, de-
formation and strain in a homogeneous, generic ex-
citable and deformable two-dimensional medium. 
The image shows a stable spiral wave. (B) Spiral 
wave breakup results in spatio-temporal chaos. (C) 
Spiral wave in non-deforming medium shows wave 
breakup. (D) Stable spiral wave in the deforming 
medium (same initial conditions and parameters as 
in panel (C)).

figure 2
(A) Experimental setup for studying electromechan-
ical waves in EHT constructs showing high-reso-
lution ultrasound transducer and its imaging plane 
(Vevo 2100, VisualSonics Inc.), fluorescence imaging 
camera (MiCAM Ultima L, SciMedia Inc.), and stim-
ulation electrode. (B) Three-dimensional elastogra-
phy using parallel imaging planes with periodic stim-
uli. (C) Qualitative comparison of strain pattern (red 
iso-surface) with muscular fiber structure obtained us-
ing macroconfocal microscopy. Red points within the 
EHT indicates actin and muscle tissue. The 3D strain 
pattern shows a magnification of a small, representa-
tive volume within the EHT (dashed lines).

approaches to tackle these questions is to view 
cardiac tissue as a high-dimensional non-lin-
ear dynamical system. Using a number of dif-
ferent numerical models of cardiac tissue, we 
carry out stability analysis of different activation 
patterns to assess their (ir)regularity. As a very 
general method that can be applied to arbitrary 
attractors of the system, this procedure yields 
growth rates (so-called Lyapunov exponents) 
of perturbations localized at specific sensitive 
spots (given by Lyapunov vectors) and allows 
us to estimate the attractor dimension – a quan-
titative measure for the complexity of the dy-
namics. Abrupt changes of excitation patterns 
(figure 4) and symmetries in the system can be 

detected as well as the onset of chaotic activity. 
In extended media instabilities often occur first 
locally and then grow and spread out. Such sce-
narios can be investigated and characterized by 
means of Lyapunov vectors. For spatio-tempo-
ral systems Lyapunov vectors are given as pat-
terns evolving in time and may thus be interpret-
ed as generalizations of the concept of (active) 
modes [6]. In state space (more precisely, in 
the tangent space of the state space) Lyapunov 
vectors point in the directions of characteristic 
growth of perturbations (on average quantified 
by Lyapunov exponents). Usually two types of 
“Lyapunov vectors” have to be distinguished: (i) 
the orthogonal set of vectors occurring with the 
standard algorithm for computing Lyapunov ex-
ponents (based on QR-decomposition or Gram-
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Schmidt reorthogonalisation) and (ii) so-called 
covariant Lyapunov vectors, that are not orthog-
onal but possess several desirable (invariant) 
features. Covariant Lyapunov vectors became 
practically available only recently due to novel 
numerical algorithms proposed by Ginelli et al. 
[7] and Wolfe and Samuelson [8]. With a view to 
applications to excitable media we prepared a 
detailed study of the theory and computation of 
covariant Lyapunov vectors including new alter-
natives for their efficient computation [9].
In order to transfer the knowledge we gain 
about the nature of certain instabilities to ex-
periments, the next step will be to connect these 
rather abstract measures to quantities that can 
be measured in real cardiac tissue, e.g., the 
number of phase singularities or the propaga-
tion velocity. Preliminary results show that there 
is a close connection between the complexity 
of spatio-temporal chaos and the number of ro-
tating waves. Another focus is on the relation-
ship between the stability of wave patterns and 
the degree of cellular heterogeneity (e.g., fibrot-
ic tissue).

outlook
While our current studies are limited to the de-
velopment, analysis and validation of gener-
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ic models of reaction-diffusion-mechanics, our 
long-term aim is the development of a (realis-
tic) physiological model of the heart. Combining 
detailed electrophysiological models (see Sec. 
V-11) with a quantitative model of soft tissue 
continuum mechanics. To this end, data driv-
en modeling, parameter estimation and model 
evaluation techniques currently under develop-
ment in our group will be essential. Numerical 
models will be used to further enhance the diag-
nostic potential of the proposed advanced ultra-
sound imaging technique (patent pending). The 
physiological heart model will be used to study 
the arrhythmogenesis and loss of function as-
sociated with the transition from silent to overt 
heart failure within the Heart Research Center 
Göttingen (HRCG). 

figure 4
Detection of bifurcations via Lyapunov exponents. The bifurcation parameter e is a model parameter, which turns a 
rigidly rotating spiral wave (left) into a meandering spiral (right). Transitions between qualitatively different activation 
patterns (bifurcations) are indicated by one or more Lyapunov exponents becoming zero, which is the case at ε≈0.06 
here. Lyapunov exponents (i.e. growth rates of perturbation modes) are ordered by size, with λ1 being the largest. All 
Lyapunov exponents are less or equal to zero, since both the rigidly rotating spiral wave and the meandering spiral 
wave are stable activation patterns.
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V-14 non-additive Dendritic coupling in neural circuits 

sPatIo-teMPorally coordinated spiking ac-
tivity has been experimentally observed in dif-
ferent neuronal systems. Pronounced inter-
neuronal locking, significant synchrony (unitary 
events), and more complex spike patterns seem 
to be particularly prevalent. They are estab-
lished not only in various central pattern gener-
ators [3] but also, e.g., in circuits of the sensory/
motor areas of birds [4] and in different cortical 
areas of awake behaving monkeys [5]. Such co-
ordinated spiking activity correlates with senso-
ry stimuli as well as internal states and is thus 
considered a key feature of neural computation. 
Its dynamical origin, however, is still not well un-
derstood [1]. 
The propagation of synchrony through recurrent 
neural circuits offers a possible mechanism for 
coordinated spiking activity. One current theory 
supporting synchrony propagation is that of syn-
fire chains [6, 7], simultaneously active groups 
of neurons that are densely connected in a feed-

forward way. Synchronous spiking activity may 
stably propagate from group to group along such 
chains. The dense feed-forward coupling, how-
ever, has not been observed and is anatomically 
questionable. It can also bring several functional 
problems such as “epileptic” activity where syn-
chrony spreads across extensive parts or even 
the whole of local neural circuits [8]. Recently, 
a nonlinear enhancement of simultaneously in-
coming presynaptic signals has been found ex-
perimentally in neuronal dendrites in the hippo-
campus and other neo-cortical areas [9, 10]. This 
nonlinearity serves as a promising candidate for 
generating emergent synchrony propagation. 
However, theoretical studies on spiking neural 
networks so far have focused on linear, additive 
dendritic coupling. Systematic investigations on 
the impact of nonlinear dendritic enhancement 
on collective circuit dynamics were still missing.
We have now shown that already purely random 
networks, with dendritic nonlinearities but with-

figure 1
Dendritic nonlinearities may induce synchrony propagation in purely random networks without any super-imposed feed-for-
ward anatomy. (a) Propagation of synchrony is hard to achieve in random networks of linearly coupled neurons where syn-
chronous groups often die out; (b) non-additive dendritic coupling in an otherwise identical network actively supports the 
propagation of synchrony. Top panels: synchronous group size extracted from total network activity; lower panels: raster plot 
of a subset (200 out of 1000) of model neurons. 
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out any superimposed feed-forward anatomy, 
may exhibit robust propagation of synchrony 
and thus precisely timed spike patterns [2]. This 
even holds if an identical random network with 
linear (instead of nonlinear) addition of stimuli at 
the dendrite is incapable of showing such forms 
of synchrony propagation (cf. figure 1). 
These results indicate that nonlinear dendrit-
ic coupling may induce emergent coordinat-
ed spiking activity in neural circuits and may 
dynamically compensate for the absence of 
densely coupled feed-forward topologies. 
A bifurcation analysis of an exactly solvable lim-
iting model identifies a mechanism for the gen-
eration of synchrony propagation that is mark-
edly different from the one found for embedded 
synfire chain models; in particular it contains lo-
cal and non-local contributions: dendritic pro-
cessing and co-action of two or more synapses; 
further, it relies in part on the saturation non-
linearity at high input strengths and on the in-
terplay between inhibition and excitation. Our 
analysis also shows that the mechanism is in-
sensitive to changes in the onset and the pre-
cise form of the dendritic nonlinearity such that 
synchrony propagation robustly occurs in spik-
ing neural networks with nonlinear dendritic 
coupling.
Currently, we are systematically studying how ef-
ficiently dendritic (i.e. neuron-specific) nonlinear-
ities may compensate for inter-neuronal connec-
tivity. We have shown that even in very sparsely 
connected random networks naturally occurring 
feed-forward structures can be employed to trans-
fer synchronous activity. If the synaptic strength 

of synapses between neurons, which belong to 
groups which are connected more dense than the 
average (but still far away from fully connected 
regime) is amplified, dendritic spikes provide the 
possibility of propagating a synchronous signal 
with only weakly interfering with the background 
activity (cf. figure 2). Further we investigate how 
such synaptic connectivity structures may self-or-
ganize in the presence of nonlinear enhancement 
and simultaneous synaptic plasticity.
The final aim is a consistent theory of how com-
plex neural circuits may robustly generate spa-
tio-temporal patterns of spikes, even though 
the networks are connected sparsely, the in-
trinsic neurons’ dynamics are nonlinear and the 
coupling is non-additive, and the synapses are 
often unreliable and typically changing in re-
sponse to the network activity.
Part of the material presented here has been 
taken, sometimes in modified form, from the Re-
search Report 2011 of the Network Dynamics 
Group (c) Marc Timme, et al., MPIDS.
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figure 2
Organized propagation of synchrony in randomly 
connected networks with embedded feed-forward 
structure. (a) The top panels show the probability 
of detecting that a synchronous pulse, initiated in 
the first layer of the feed-forward structure, occurs 
in the nth layer. The horizontal axis shows the rel-
ative strength of the synapses in the feed-forward 
structure compared to the synapses of the remain-
ing recurrent network. For linearly coupled neu-
rons (left) only a moderate propagation for high en-
hancements is achieved, whereas in networks of 
neurons with dendritic spikes (right) stable propa-
gation results for moderate enhancements already. 
The lower panels show examples of network activ-
ities for given enhancements.
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V-15 timing-Based Information Processing in Biological systems

PrecIse tIMIng and distributed coordina-
tion of a biological system’s activity is crucial 
for many of its functions, including the detection 
and representation of external stimuli as well as 
the planning of behavioral tasks and the com-
munication with other individuals. As mean field 
theories do not typically account for spatio-tem-
poral structure, but rather average over space 
or time, methods of analysis of such patterns 
are rare, and even simple modeling approach-
es come with fundamental challenges.

locking between spikes and local field Po-
tentials in neural circuits
Coding in the brain is hypothesized to rely on 
information represented and transmitted in the 
simultaneous activation of groups of neurons, 
commonly termed assemblies. Such assem-
bly activity would be expressed through coher-
ent spatio-temporal patterns of neuronal firing, 
rather than by the simple rate response of pop-
ulations of neurons. However, it is often diffi-
cult to analyze neuronal recordings with respect 
to the occurrence of such temporal patterns. In 
current typical experimental setups the number 
of neurons recorded simultaneously rarely ex-
ceeds the order of 100, providing only a very 
limited sample of the neuronal population activ-
ity of hundreds of thousands of neurons. 
We thus aimed at examining the coarse-scale 
local field potential (LFP) in parallel with the lo-
cal spike patterns (cf. figure 1). The LFP is a 
spatially slowly changing, extracellularly record-
ed signal, composed of low frequencies up to 
about 300 Hz. It is thought to reflect primari-
ly synaptic currents in a large area containing 
hundreds or thousands of neurons around the 
recording site. Increased oscillation strength of 
this signal, as observed in numerous experi-
mental paradigms, is hypothesized to be relat-

ed to synchronized network activity rather than 
an overall increase in activity. Up to now, how-
ever, the intricate details of the relationship be-
tween neuronal spiking activity, network dynam-
ics and LFP signals in the cortex are not fully 
clarified. A deeper understanding of how activ-
ity at the neuron level is connected to LFP os-
cillations might aid in combining simultaneous 
LFP and single neuron recordings to character-
ize the network dynamics.
In collaboration with the Bernstein Center for 
Computational Neuroscience (BCCN) Berlin 
and the RIKEN Brain Science Institute, Japan, 
we recently developed a novel method for de-
tecting precise timing dependencies between 
spiking activity and the coarser signal of local 
field potentials [1, 2]. It uses circular statistics 
and specifically adapted tools from phase syn-
chronization. Applying the method to activity re-
corded from the motor cortex of awake behav-
ing monkeys revealed that during a movement 
preparation task spikes tend to keep a fixed 
phase relationship to the LFP, largely indepen-
dent of the LFP amplitude [2]. Related methods 
assessing phase locking and related quantities 
are used in other fields of neuroscience to un-
derstand neural coding.

Distributed representation and Processing 
in Drosophila antennal lobe
In a related study, we recently started to inves-
tigate distributed odor representation and pro-
cessing in the antennal lobe of Drosophila, in 
collaboration with André Fiala (Faculty of Biolo-
gy, University of Göttingen). 
Sensory processing in Drosophila is spatially 
and temporally complex, highly multidimension-
al, and transient. Via sensory neurons, external 
odor stimuli activate or inhibit a diverse array of 
olfactory neurons, thereby inducing dynamical 
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figure 1
Detecting instantaneous phase relationships between LFP and spikes. (a) Trial-averaged power spectrum of one LFP 
recording in one possible experimental condition. During the preparatory periods (PP1 and PP2) a prominent oscilla-
tory component around 16 Hz is visible. (b) Filtered LFP signal (gray) of three example trials. The extracted phase sig-
nal (black step function) from 0 to 2 pi is sketched above each LFP. Ticks indicate the location of spikes of a neuron 
recorded from the same electrode. The shaded region marks the time interval where movement started. (c) Time-re-
solved histogram of the phase distribution for the LFP-neuron pair shown in (b), but across all trials. The neuron shows 
a sustained preference for spiking during the falling flank of the LFP.

processes in downstream circuits. In particular, 
such sensory signals affect a neuronal network 
within the antennal lobe, where odors are rep-
resented by dynamically interacting neurons of 
three main types: sensory neurons (SNs), ex-
citatory and inhibitory local interneurons (eLIs, 
iLIs), and projection neurons (PNs). So far, it is 
unclear how SNs, LIs, and PNs cooperatively 
interact to support odor distinction and odour 
classification. Drosophila provides an ideal 
model system for studying spatio-temporal ol-
factory processing, because subpopulations of 
neurons can be genetically targeted.
In our collaborative study, we aim at describing, 
quantifying and modeling how the primary olfac-
tory circuitry contribute to spatio-temporal odor 
representation and how their dynamics direct-
ly relate to computations and resulting behav-
iors. To achieve this goal we are bridging exper-
imental imaging, with advanced data analysis 
and mathematical modeling. So far, the anten-
nal lobe is thought to manage two main tasks, 

(i) increasing the signal-to-noise ratio of senso-
ry signals, thereby emphasizing important parts 
of the signal and (ii) clarifying the separation of 
stimulus responses to different odors, thereby 
solving a distinction task. Very recent evidence 
indicates that the olfactory bulb in vertebrates 
(the analog to the antennal lobe in insects) per-
forms active pattern classification, suggesting 
that a separate activation pattern may be asso-
ciated with each given odor.
Our imaging analysis now shows that in fact, for 
some sets of odors, representations are joined 
together rather than separated (figure 2), an as-
tounding finding given the common belief that 
the purpose of the antennal lobe system is to 
separate sensory inputs more clearly.
We now plan studies to systematically quantify 
differences between odor representations and 
classify pairs yielding joint and pairs yielding 
separate representations. Mathematical, activi-
ty-based models of neural circuitry will be based 
on known dynamical and anatomical data, to in-
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vestigate how spatio-temporal coding in the an-
tennal lobe comes about mechanistically and 
whether it may indeed rely on transient switch-
ing dynamics [3-5].
In summary, current [6] and future studies of ol-
factory processing in Drosophila will help to dis-
sect the contributions of various neuronal sub-
populations for odor coding and thus provide 
important functional information for both odor 
coding and olfactory conditioning in flies.

complex structure of Vocal communication 
in social Whales
Communication in social whales
Highly social animals generally develop com-
plex communication systems due to the need to 
socialize with more than a few individuals. One 

of the main functions of communication signals 
in these societies is to foster cohesion among 
members. Other functions may include, e.g., 
signaling social and breeding status, as well as 
group distinction and relatedness.
Vocal communication is highly evolved in social 
marine mammals. They are long-lived, and of-
ten stay in stable groups; in particular mother-
offspring bonds can last for a lifetime. In such 
communities, group-specific calls are used 
to recognize individuals and groups, either to 
maintain cohesion or to avoid contact, to coor-
dinate social behavior, and to recognize the re-
latedness of potential mates in order to avoid 
close inbreeding.
Matrilineal whales, in particular killer whales 
(Orcinus Orca) and long finned pilot whales 

figure 2
Drosophila’s antennal lobe is capable of joining representations of different odors. Left column: The neuronal activity 
of sensory neurons and projection neurons measured by two photon imaging. Warmer colors indicate regions of high-
er activity. The animals were tested using three different odors including n-amylacetate (A), benzaldehyde (B), and 
3-octanol (O). Middle and right column: Image projection to the first two principle component analysis (PCA), that ac-
count for nearly 90% of the original signal variability. The odors n-amylacetate and benzaldehyde are well separated 
on both the level of sensory neurons and the level of projection neurons (middle column), as expected for the system. 
Contrary to this commonly accepted view, the representations of n-amylacetate and 3-octanol test (right column) are 
separated on the level of sensory neurons, but clearly joined on the level of projection neurons. (Imaging data courtesy 
of the laboratory of André Fiala, University of Göttingen).
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geographic comparison, in particular with re-
spect to geographic occurrences in Norway and 
Chile regions. In parallel to preliminary studies 
about geographic marine mammal distribution, 
we also recently also reported severe threats 
on marine ecosystems in one area in Chile [7] 
that caused broad and immediate internation-
al reactions.

New automated methods of analysis
As the many sounds and sound elements can 
be combined in a vast number of ways, stan-
dard methods of observer-based analysis used 
so far cannot reveal the full complexity already 
suggested by our preliminary data. We will thus 
set up a consistent data base management sys-
tem and develop computer based tools of non-
linear time series for automated analysis and 
classification of sound patterns. Here meth-
ods of clustering, pattern association and un-
supervised learning will assist a classification 
of phrases that is fast, systematic, and transfer-
able across killer whales and pilot whales, their 
different acoustic clans and individual groups. 
Simultaneously we will collect further acoustic 
data from killer whales and pilot whales in the 
Northeast Atlantic and Southeast Pacific, thus 
enabling us to compare their different usage 
of sounds and phrases depending on bio-geo-
graphic, group and species specific characters.
A successful study will not only contribute to a 
systematic overview of the compounds used in 
social whale communication, but also reveal ba-
sics about their complex composition and give 
key hints about their specific evolutionary ad-
aptation. 

(Glophicephala Melas), developed an advanced 
communication system resulting from intra- and 
inter-group social interactions and environmen-
tal factors. Their vocal repertoire consists of a 
variety of sounds such as pulsed calls, whistles, 
clicks and buzzes. For killer whales, the vocal 
repertoire is well-known. The structure of indi-
vidual calls, and whistles, and their duration as 
well as frequency of call usage varies, and it is 
known that social and foraging behavior strong-
ly influences breadth and detailed content of the 
vocal repertoire.

Complex phrases
Our preliminary studies now suggest an even 
more complex temporal organization of the mul-
tiple sounds in both species. A systematic study 
of such higher level communication phrases in 
matrilineal whales, however, is still missing. 
Systematic studies on birds and other high-
ly cognitive mammals such as dolphins indi-
cate the use of complex communication struc-
tures, for instance specific sequences of vocal 
sounds obeying a “pre-grammar”. We thus ex-
pect a similar mechanism of high-level commu-
nication in social whales, which will be investi-
gated in detail in the future.
In the proposed project, we aim at analyzing the 
vocal repertoire of killer whales and pilot whales 
with special emphasis on complex communica-
tion phrases. We focus on their dependence on 
social behavior within and between groups, as 
well as their bio-geographic and inter-species 
differences. Besides gaining insights into the 
complexity of whale communication, our study 
thus aims to provide the first systematic bio-
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V-16 self-organization in the evolution of neural circuits

tHe occurrence of universal quantitative 
laws in a strongly interacting multi-component 
system indicates that its behavior can be eluci-
dated through the identification of general math-
ematical principles rather than by the detailed 
characterization of its indi vidual components. 
We recently discovered that apparently univer-
sal quantitative laws govern the spatial layout of 
orientation selective neurons in the visual cor-
tex in three mammalian species [1] separated 
in evolution for more than 65 million years [2-5]. 
Most suggestive of a mathematical structure un-
derlying this phenomenon, the average number 
of pinwheel centers per orientation hyper-col-
umn in all three species was found to be statisti-
cally indistinguishable from the constant π [1, 6]. 
We showed that mathematical models of neural 
pattern formation can reproduce all observed 
quantitative laws of cortical column design if 
non-local interactions are dominant, indicating 
that non-local interactions are constitutive in vi-
sual cortical development. These and other re-
sults demonstrate that mathematical principles 
can shape the organization of the brain as pow-
erfully as an organism’s genetic makeup.
The laws governing strongly interacting multi-
component systems frequently detach from the 
detailed nature of microscopic interactions re-
sulting in the robustness of collective properties 
and in their insensitivity to external and internal 
perturbations. Quantitative laws exhibiting such 
insensitivity are called universal because they 
characterize an entire class of systems rather 
then an individual system in all its specific de-
tail. In biological systems, measurements pre-
cise enough to uncover universal quantitative 
laws are rarely performed and might appear 
misguided, when qualitatively new types of cel-
lular and molecular components and interac-

tions are continuously being discovered. Never-
theless, universality may play important roles in 
living systems. Neuronal, immune and genetic 
networks are strongly interacting multi-compo-
nent systems and universal behavior, particular-
ly the robustness associated with it, may often 
be beneficial for the functioning of an organism. 
To clarify the role and impact of quantitative uni-
versality in the formation, operation, and poten-
tial optimization of visual cortical architecture, 
we are performing a coordinated program of 
modeling studies (e.g. [7-12]) complemented 
by data analysis projects in collaboration with 
neurobiological laboratories (e.g. [1, 13, 14]). 
Our studies are designed to screen for signa-
tures of functional optimization of visual corti-
cal architecture, to determine the mathematical 
structure of candidate optimization principles 
explaining the common statistical laws found in 
experiments and to test the theoretically predict-
ed critical role of long-range interactions in vi-
sual cortical self-organization. Our theoretical 
work utilizes a model independent symmetry-
based approach to the analysis of neuronal self-
organization in the visual cortex developed in 
our group [15, 7].
To examine the functional architecture of the 
visual cortex for signatures of quantitative uni-
versality we developed image analysis meth-
ods for the automated detection, localization 
and counting of so called pinwheel defects [1, 
16, 17], point-like orientation singularities of ori-
entation preference maps around which stimu-
lus orientations are represented in a radial fash-
ion. Using these tools we were able to compare 
fundamental statistical properties of orientation 
preference maps with an unprecedented pre-
cision in the range of a few percent [1, 6]. We 
found that virtually all characteristics but the ab-
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figure 1
Phylogenetic relationships between mammalian ancestors and present day mammals exhibiting and lacking orientation 
column. Arrangements of orientation-selective neurons in these species are indicated. Preferred orientations of repre-
setentative subsets of neurons are color coded in the schemes to the right. Rodents and lagomorphs show salt-and-
pepper arrangement of preferred orientations (ORs). Carnivores, primates, and tree shrews show columnar arrange-
ment of preferred ORs (modified from Kaschube et al. Science 2010).

figure 2
Self-organization of orientation columns dominated by long-range interactions explains the common design of orientation 
maps in primates and carnivours. (A) Nearly stationary solutions of the long-range interaction model are pinwheel-rich when 
long-range interactions dominate and pinwheel-sparse when they are absent. (B) Pinwheel densities as a function of time 
without long-range interactions (green, n = 30 different random initial conditions) and when long-range interactions dominate 
(blue, n = 30 different random initial conditions). (C) Average pinwheel densities of closed-form solutions near threshold (so-
lutions contain n active modes) (D) Average pinwheel densities in numerical solutions of the long-range interaction model for 
different r at t= 300. (E to H) Spatial statistics of pinwheels for n = 26 randomly chosen closed-form solutions superimposed 
on these statistics in the three species. (E) Density fluctuations as a function of subregion size, (F, G) Unsigned and signed 
next-neighbour distance distributions (modified from Kaschube et al. Science 2010).
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solute scale of structures were statistically in-
distinguishable in the three species examined. 
In particular the frequency of occurrence of ori-
entation pinwheel defects per mm² was propor-
tional to the inverse hypercolumn size. Where-
as the average column spacing and thus the 
average hypercolumn size varied by more than 
a factor of 2 across species, the average pin-
wheel density was virtually identical. Further-
more, we compared numerous additional sta-
tistics characterizing the spatial arrangement of 
pinwheels within the primary visual cortex, such 
as the count variance as a function of sampling 
area, or the charged and uncharged next neigh-
bor distance distributions. None of these quan-
tities indicated a systematic interspecies differ-
ence in pattern layout ([1] e.g. figure 2). These 
observations justified obtaining a more pre-
cise estimate of the apparently universal mean 
pinwheel density by pooling the data from the 
three species. The grand average of the pin-
wheel density obtained from a total set of about 
10000 detects was 3.14±0.03. 
The finding of this seemingly universal statistics 
tempts one to conjecture that visual cortex de-
velopment is essentially guided by an abstract 
mathematical structure. As the formation and 
maintenance of orientation preference maps is 
activity-dependent, we thus examined orien-
tation maps generated by mathematical mod-
els involving activity-dependent self-organiza-
tion. In many models, maps reminiscent of the 
common design transiently appeared but – in 
agreement with previous reports – subsequent-
ly broke down either by pinwheel annihilation 
producing pinwheel-sparse maps or by crystal-
lization of pinwheels into a regular lattice (see 
[1, 7, 15] and references therein). However, in a 
model of Swift-Hohenberg type, in which pin-
wheels are stabilized through long-range neu-
ronal interactions [7, 9, 1], we found that theo-
retically predicted maps exhibited all essential 
features of the common design in a dynamically 
stable and robust fashion (figure 2). In this mod-
el and many related models from a symmetry 
defined universality-class (1) pinwheel statistics 

can be studied analytically using known closed 
form expressions for approximate solutions; 
(2) the parameter dependence of the emerging 
patterns can be comprehensively characterized 
and (3) numerical simulations of systems ap-
proaching the size of the entire primary visu-
al cortex can be performed efficiently and ac-
curately [7-12]. 
The emergence of average pinwheel densities 
close to π appears to be a very robust feature 
of the formation of orientation maps in the long-
range interaction dominated regime. It is rela-
tively insensitive to the absolute range of long-
ranging interactions and to the distance from 
the bifurcation point. In the long-range regime, 
the model also repro duced all other observed 
universal statistical properties of visual corti-
cal orientation maps (figure 2e – h). Our results 
reveal a striking quantitative invariance of pin-

figure 3
Statistical features of orientation preference maps 
are matched in directly connected subregions of vi-
sual cortical areas V1 and V2. The maps show the 
population averaged spacing of orientation columns 
in areas V1 and V2. Column spacings are matchend 
in subregions in regions of areas V1 and V2 that are 
mutually connected. (A and B) maps for V2 (A) and 
V1 (B) (color scale codes systematic deviation from 
the mean value). (C) The morphed map from V2 in A. 
Scale bar, 10 mm. (correlation between B and C, r = 
0.69, modified from Kaschube et al., PNAS 2009)
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wheel organization across animals and species 
that strongly contrasts the huge interindividu-
al and interspecies variability exhibited by oth-
er aspects of visual cortical architecture [3, 4]. 
The theoretically predicted critical role of long-
ranging interaction for the exact layout of col-
umns in the visual cortex, was independently 
confirmed by a recent study that examined the 
relationships of orientation preference maps in 
different area of visual cortex [13]. This study 
pointed out that long-ranging interareal connec-
tions are present already at the earliest stages 
of cortical circuit development, such that pro-
cesses specifying the local functional architec-
ture of one area might be strongly influenced 
or even guided by large-scale cortical networks 
extending across many areas. 
Utilizing the previously described pronounced 
intra-areal variability of orientation col umn lay-
outs in the visual cortex [16, 17] we analyzed 
whether the columnar architectures in different 
cortical areas are laid out inde pendently or in a 
coordinated manner. We analyzed orientation 
columns processing contours in different parts 
of the visual field in visual cortical areas V1 and 
V2 in the left and right hemispheres of kittens 
aged between 6 and 15 weeks. The spacing of 
these columns was quantified locally by using a 
previously developed wavelet method [16]. Be-
cause this method provides highly precise es-
timates of local column spacing (LCS) with an 
error much smaller than the large intrinsic vari-
ability column spacings (SEM, 15 – 50 μm), dif-
ferences and similarities of column spacings in 
the sample could be identified reliably. Our data 
clearly showed that columns at topographical-
ly corresponding locations in the two areas that 
are representing similar visual field positions 
and are selec tively and mutually connected by 
cortico–cortical connections were matched in 
their layout parameters. Furthermore these be-
came more similar over the course of postnatal 
development (e.g. figure 3) [13]. This study thus 
experimentally confirms the overall concept of 
dynamical self-organization of neuronal circuits 
on the scale of entire areas and provides the 

first direct evidence that this process is shaped 
by long-ranging interactions.
According to our self-organization scenario, the 
common design of orientation maps in the visu-
al cortex is predicted to result from developmen-
tal constraints imposed by adopting a general 
kind of self-organization mechanism for struc-
turing visual cortical circuitry. Even if this sce-
nario is correct, one fundamental question still 
remains: What drove the different animal lin-
eages to adopt similar self-organization mech-
anisms in evolution? It is, in fact, not easy to 
conceive that this adoption was favored by the 
specific demands of the particular visual habi-
tats of the different species. It is, however, con-
ceivable that general requirements for a ver-
satile and representationally powerful cortical 
circuit architecture are realized by the common 
design. It would then be plausible that the evo-
lutionary benefit of meeting these requirements 
has driven the adoption of large-scale self-orga-
nization and the emergence of the common de-
sign over evolutionary times. 
To test this hypothesis theoretically we are cur-
rently extending our symmetry based meth-
ods to examine different candidate optimization 
model for visual cortical architecture. The most 
prominent example for a general optimization 
principle is the hypothesis of a coverage-conti-
nuity-compromise [18]. It states that the colum-
nar organization should optimally trade off the 
coverage of the space of visual stimulus fea-
tures and the continuity of their cortical repre-
sentation. On the one hand, each combination 
of stimulus features should be well-represent-
ed in a cortical map to avoid “blindness” to cer-
tain stimuli. On the other hand, the wiring cost 
to establish connections within the map of ori-
entation preference should be kept low which 
can be achieved if neurons that are physically 
close in the cortex tend to have similar stimulus 
preferences. These two design goals generally 
compete with each other. The better a cortical 
representation covers the stimulus space, the 
less smooth it has to be. The trade-off between 
the two has been modeled in the so-called di-
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figure 4
Phase diagrams of different optimization models for the layout of orientation preference columns indicate that suppressive 
long-range interactions are essential for the selection of aperiodic orientation maps reproducing the common column de-
sign observed in Kaschube et al. Science 2010. (a) Phase diagram of the elastic network as a function of effective interac-
tion range (abscissa) and kurtosis of the stimulus ensemble (ordinate) (Keil & Wolf 2011). (b) Phase diagram of a coordinat-
ed optimization model for ocular dominance and orientation preference maps as a function of contralateral eye dominance 
(abscissa) and coupling strength (ordinate) and (Reichl, Löwel, Wolf Phys. Rev. Lett. 2008, Reichl et al. 2011). (c) Phase di-
agram of a shift-twist symmetric variant of the long-range interaction model as a function of interaction range (abscissa) 
and relative strength of local and long range interactions (ordinate). The purely local coordinated optimization model al-
though exhibiting pinwheel rich phases, completely lacks aperiodic ground states of realistic pinwheel statistics. Optimiza-
tion models including long-range interactions such as the EN for high kurtosis stimulus ensembles or the long-range inter-
action model can reproduce aperiodic map layouts and the common design of orientation maps in the visual cortex when 
the effective interaction range is sufficiently large. 

mension reduction framework in which corti-
cal maps are represented by two-dimensional 
sheets which fold and twist in a higher-dimen-
sional stimulus space to cover it as uniformly as 
possible while minimizing continuity [18].
To test whether this kind of functional optimi-
zation can drive the evolutionary emergence 
of the design of orientation columns we have 
examined whether the elastic net (EN) model 
[18] can reproduce the apparently universal pin-

wheel statistics [12]. While this model has been 
used in numerous numerical studies, no ana-
lytical results about its optimal solutions have 
been obtained so far. We thus generalized our 
mathematical approach to analytically calcu-
late the optimal cortical representations pre-
dicted by the EN model for the joint mapping of 
stimulus position and orientation [12]. We found 
that in all previously studied regimes, optimal 
OPM layouts are perfectly periodic strongly de-



216 | MPI for DynaMIcs anD self-organIzatIon 

researcH

viating from experimental observations. An un-
biased search through the complete EN param-
eter space however identified a novel regime 
of aperiodic solutions (figure 4). In an extreme 
limit, aperiodic solutions quantitatively resem-
bling experimental observations were found to 
become optimal [12]. Our mathematical analy-
sis reveals that stabilization of these layouts re-
sults from strong nonlocal interactions rather 
than from a coverage-continuity-compromise. 
This re-analysis of the EN model thus indepen-
dently confirms a critical role of long-ranging 
intra-cortical interactions for the emergence of 
orientation maps exhibiting the common design. 
Extending our approach we also are currently 
re-examining or de novo characterizing a whole 
range of other candidate optimization principles 
for visual cortical architecture (see [10-12] and 
figure 4) in order to obtain a comprehensive pic-
ture of the critical ingredients of realistic optimi-
zation principles. 
Our empirical results and theoretical analyses 
suggest that the precise spatial organization of 
pinwheels in the visual cortex reflects cortical 
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network self-organization rather than genet-
ic prespecification or environmental instruction 
of neuronal circuit development. Our theory re-
veals that dynamical network self-organization 
can robustly constrain the spatial organization 
of cortical circuitry to a specific design. Current-
ly, only one alternative arrangement has been 
observed in nature: the columnless, apparent-
ly random, salt-and pepper organization of ro-
dent visual cortex (figure 1) [3, 4, 19]. Because 
a complete lack of local order appears to be its 
key feature, we expect that fundamental prop-
erties of local rather than long-range circuit for-
mation are essential for its self-organization. It 
is possible that this fundamentally different or-
ganization can also be derived from a dynami-
cal theory of network self-organization. If so, the 
principles of network self-organization operat-
ing on a local order would account for the pres-
ence or absence of orientation columns, where-
as long-ranging interactions would explain the 
organization of orientation columns into pin-
wheels, with a spatial layout conforming to the 
common design.
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VI-1 self-organized criticality and avalanches in neural networks 

tHe concePt of self-organized criticality (SOC) 
[1] describes a variety of phenomena rang-
ing from plate tectonics, the dynamics of granu-
lar media and stick-slip motion. These examples 
have in common that a marginally stable dynam-
ics is maintained by self-tuning of parameters to-
wards critical values and that the event sizes obey 
a characteristic power-law distribution. Neuronal 
systems tend also to operate near a critical state 
[2], characterized by avalanches of neuronal activ-
ity with a power-law distribution of avalanche siz-
es. It is known that critical states possess proper-
ties of computational optimality [3] and maximal 
sensitivity [4] both of which are beneficial prop-

figure 1
Bistability between a subcritical and a critical state in a network of pulse-coupled neurons with depressing and facil-
itating synapses. The horizontal axis gives the scale of synaptic strength scale. The vertical axis gives the effective 
strength of synaptic interactions [6]. Note the bistability region for intermediate scales of synaptic strength.

erties in living beings. In a previous study [5], we 
have demonstrated analytically and numerically 
that by assuming biologically realistic depressing 
synapses in a spiking neural network, the neu-
ronal avalanches turn from an exceptional phe-
nomenon into a typical and robust self-organized 
critical behaviour, if the total resources of neu-
rotransmitter are sufficiently large. We have now 
generalized our finding to the case of pulse-cou-
pled neurons interacting via dynamical synaps-
es, which exhibit both depression and facilitation 
as found in neurophysiological experiments. We 
have analytically described a transition scenario 
to SOC that is new for physics as well as neuro-
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science. It combines the criticality of first and sec-
ond-order phase transitions with a SOC phase. 
We have analytically shown the coexistence of a 
SOC phase and a subcritical phase connected 
by a cusp bifurcation. Switching between the two 
phases can be triggered by varying the intensity 
of noisy inputs [6]. The model has implications for 
the study of cognitive effects of aging [7, 8], a ram-
ification which is currently studied in an ongoing 
project at the Bernstein Center for Computational 
Neuroscience in Göttingen.
Avalanches of neuronal activity akin to the one 
observed in SOC states are observed in neuro-
nal cultures. Their occurence can be detected 
through calcium imaging techniques that allow 
visualizing the activity of hundredths of cells si-
multaneously [9]. A small minority of neurons in 
the cultures may be called “Leaders”, as they 

figure 2
State-dependent network reconstruction from synthetic calcium imaging signals. Synthetic calcium fluorescence sig-
nals are generated by simulating the dynamics of a network exhibiting avalanches of neuronal activity. Effective con-
nectivity is assessed from the time-series of simulated calcium fluorescence using Transfer Entropy and compared 
with the structural network. Conditioning on different ranges of the fluorescence signal provides different effective con-
nectivities. High fluorescence values associated to avalanching lead to effective connectivity with densely connect-
ed components. Effective connectivity provides a good approximation to structural connectivity in dynamical states be-
tween avalanches.

form an interconnected subnetwork that con-
sistently fires much before the rest of the cul-
ture. Once initiated, the activity spreads from 
the Leaders to the less connected majority of 
the culture. We have shown that the distribu-
tion of the in-degrees of Leader neurons deter-
mine the growth-rate of the number of neurons 
active in a burst [10]. We have then explored 
the possibility of reconstructing the underly-
ing structural topology of the network formed 
by neurons cultured in vitro from the measure-
ment of their spontaneous neuronal activity 
through calcium imaging. A successful recon-
struction algorithm would allow for the charac-
terization of bulk properties of these networks, 
such as the dependence of connection prob-
ability of two nodes on the distance between 
them, distributions of degrees or clustering co-
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efficients, which are currently inaccessible with 
single-cell or even typical multi-electrode tech-
niques. We estimate an approximation to the 
structural connectivity of the network evaluat-
ing effective connectivity by means of Transfer 
Entropy [11]. It is important to remark that the ef-
fective connectivity depends on the dynamical 
state. For instance, during the ignition of a crit-
ical burst it is almost all-to-all, reflecting a situ-
ation of high susceptibility in which the addition 
of a single spike can cause the entire network to 
fire. Effective connectivity provides a good ap-
proximation to structural connectivity in phases 
of activity where the dynamics in the network 
are dominated by direct monosynaptic interac-
tions [12]. We have demonstrated post-process-

[1] P. Bak, C. Tang, K. Wiesenfeld, Self-organized criticality: An 
explanation of the 1/f noise, Phys. Rev. Lett. 59, 381 (1987)

[2] J.M. Beggs, D. Plenz, Neuronal avalanches in neocortical 
circuits. J. Neurosci. 23, 11167-77 (2003)

[3] R. Legenstein, W. Maass, Edge of chaos and prediction of 
computational performance for neural circuit models, Neu-
ral Networks 20, 323-334 (2007)

[4] O. Kinouchi, M. Copelli, Optimal dynamical range of excitable 
networks at criticality, Nature Physics 2, 348-351 (2006)

[5] A. Levina, J.M. Herrmann, T. Geisel, Dynamical synapses 
causing self-organized criticality in neural networks. Nature 
Physics 3, 857-860 (2007)

[6] A. Levina, J.M. Herrmann, T. Geisel, Phase Transitions to-
wards Criticality in a Neural System with Adaptive Interac-
tions. Phys. Rev. Lett. 102, 118110 (2009)

[7] H. Schrobsdorff, M. Ihrke, J. Behrendt, J.M. Herrmann, T. 
Geisel, A. Levina, Are aging effects caused by optimization?, 
abstract for the CNS 2009 meeting (Berlin, 18-23 July 2009)

[8] S. Dasgupta, J.M. Hermann, Critical dynamics in homeo-
static memory networks, abstract for the COSYNE 2010 
meeting (Salt Lake City, 25-28 February 2010)

[9] I. Breskin, J. Soriano, E. Moses, T. Tlusty, Percolation in liv-
ing neural networks. Phys. Rev. Lett. 97, 188102 (2006)

[10] J.P. Eckmann, E. Moses, O. Stetter, T. Tlusty, C. Zbinden, 
Leaders of neuronal cultures in a quorum percolation mod-
el, Front. Comp. Neurosci. 4, 132 (2010)

[11] T. Schreiber, Measuring information transfer. Phys. Rev. 
Lett. 85, 461-464 (2000)

[12] O. Stetter, D. Battaglia, T. Geisel, Network reconstruction from 
calcium imaging signals, abstract for the 7th FENS Forum of 
European Neuroscience (Amsterdam, 3-7 July 2010)

[13] A. Margolin et al., ARACNE: An algorithm for the recon-
struction of gene regulatory networks in a mammalian cel-
lular context. BMC Bioinformatics 7(Suppl 1), S7 (2006)

ing improvements of the reconstruction using 
the Data Processing Inequality. These meth-
ods, already applied with success in the recon-
struction of gene regulatory networks [13], help 
to discriminate indirect from direct interactions. 
Finally, we have applied our algorithm to real 
data from large cultures of hippocampal neu-
rons in vitro. Data have been provided by the 
Labs of Elisha Moses (Weizmann Institute) and 
Jordi Soriano (Universitat de Barcelona). Pre-
liminary investigations have allowed us to probe 
and quantify the distance-dependent probabil-
ity of connection and to identify other topologi-
cal properties of the reconstructed network de-
viating from pure randomness, like an elevated 
average mean clustering coefficient [12].
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VI-2 Interplay of self-organization and Molecular guidance clues in 
the formation of neural circuits

In DeVeloPIng brain, connectivity is estab-
lished under the influence of several factors. Neu-
rons initially find appropriate targets based on sets 
of chemical labels [1, 2]. This chemospecificity hy-
pothesis, originally postulated by Rodger Sperry 
[3], motivated the search for molecules that could 
be used as such cues and suggested the princi-
ples which direct growing axons to their targets. 
The precision of axonal projections is further af-
fected through mechanisms based on correlated 
neural activity. These activity-dependent mecha-
nisms are thought to implement the rules for mod-
ification of neuronal connections that were pro-
posed by Donald Hebb [4]. Hebbian rules provide 
a paradigm through which sensory experience 
may influence the formation of the neuronal con-
nectivity. This is in contrast to molecular labels 
that are controlled primarily by genes. One of the 
central questions in the studies of the develop-
ing nervous system is how the influences of mo-
lecular labels are combined with Hebbian learn-
ing rules to yield connectivity that is both precise 
and adaptive [5]. 
Here we study a computational model for the for-
mation of connectivity between neurons in visual 
cortex that combines the effects of molecular la-
bels and correlated neural activity. We show that 
these factors may cooperate or carry conflicting 
requirements under different conditions. During 
the development of topographic maps for the pro-
jections of neurons from the retina to the brain the 
gradients of chemical labels establish a crude map 
that is further refined by the effects of correlated 
electrical activity. In contrast during the formation 
of ocular dominance patterns these two mecha-
nisms have the opposite tendencies to merge and 
segregate the inputs from different eyes.
In our model we formulate an energy function that 
depends on the neuronal connectivity matrix W. 
When accounting for molecular labels, we sug-

gest that the final connectivity minimizes the to-
tal number of receptors bound/activated by the li-
gands in case of chemorepulsion and maximizes 
this quantity for chemoattarction. Likewise the ef-
fects of correlated activity are included by maxi-
mizing the Hebbian interactions with neihbouring 
neurons for the excitatory connections and mini-
mizing it for the inhibitory connections. Thus the 
energy function in the model is given by

Here M is the matrix describing the affinities be-
tween the receptor concentrations R and the li-
gand concentrations L, U is the activity-dependent 
interaction function and C is the cross-correla-
tion matrix of the neuronal activities. Because 
both Echem and Eact are functions of neuronal con-
nectivity, the minimum of their sum yields a set 

figure 1
The mapping in knock-ins as obtained in the com-
putational model. The complete map structure is 
color-coded according to the axonal origin in reti-
na as shown by the left column. In addition the ter-
mination zones for a small subset of axons indicat-
ed by the red points are shown for temporal (upper 
row), central (center row) and nasal (lower row) la-
beling. The heterozygous knock-ins (central col-
umn) has less amount of the additional EphA re-
ceptor than homozygotes (right column).
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of projections that forms a compromise between 
the molecular labels and the effects of correlat-
ed activity.
We minimize this function both numerically and 
analytically to obtain the connectivity layouts in the 
visual system. In figure 1 we show the retinocol-
licular topographic maps in the Isl2/EphA3 mutant 
mice where the expression levels of the molecu-
lar labels are changed. As a result the topograph-
ic projection is rewired so that the neighborhood 
relationships between the retinal ganglion cell ax-
ons are disrupted. According to our model, the ex-
periments in Isl2/EphA3 knock-in mice test the in-
teractions between the effects of molecular labels 
and correlated activity during the development of 
neural connectivity. Correlated activity can re-
store topographic order even when molecular la-
bels carry conflicting information. In contrast, dur-
ing the formation of ocular dominance pattern, the 
interactions between chemical labels and activ-
ity-dependent interactions counteract each oth-
er even in wild-type animals. We show that the 
emerging periodicity, i.e. the width of the ocular 

dominance stripes is determined by the relative 
strength of these two mechanisms. We show the 
phase diagram for ocular dominance patterns in 
the 1D case on figure 2. Overall, we suggest that 
various structures in the visual system emerge 
as a result of an interplay between interactions 
of chemical labels and activity-dependent contri-
butions.

figure 2
Phase diagrams for ocular dominance structures in the 1D model. The colorbar shows the width of the ocular domi-
nance stripes in the periodic structure. Different phases can be obtained even in the absence of the gradients of chem-
ical labels (left panel) where the interplay between the excitation and inhibition determines the period of ocular domi-
nance for Mexican-hat type of interactions. The blue region corresponds to salt and pepper configuration, while brown 
represents the maximum separation of the inputs from left and right eye. In the presence of the gradients the depen-
dence of the period on the inhibitory interactions reverses its sign for strong interactions between chemical labels 
(right panel).
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VI-3 Dynamic Interactions between neuronal circuits

neurons In tHe BraIn are wired into a synap-
tic network that spans multiple scales, from very 
local circuits within cortical columns (< 1 mm) to 
fiber tracts interconnecting distant brain areas (1-
10 cm). Anatomic connections affect the informa-
tion flow within and between neuronal circuits, 
as well as the synchronization of neuronal activi-
ty. However, brain functions, from vision or motor 
preparation up to consciousness require the dy-
namic control of inter-areal interactions on time-
scales faster than synaptic changes. In particular, 
strength and direction of causal influences be-
tween areas – described by the so-called effec-
tive connectivity [1] – must be reconfigurable even 
when the underlying structural (i.e. anatomic) con-
nectivity is fixed. Such effective connectivity can 
be quantified resorting to causal analysis of time-
series based on tools like Granger Causality [2] or 
Transfer Entropy [3]. The ability to quickly reshape 
effective connectivity is a chief requirement for 
performance in a changing and competitive nat-
ural environment. Yet it is an open problem to un-
derstand which mechanisms allow to achieve this 
ability. How can manifold effective connectivities 
result from a single fixed structural connectivity? 
How can effective connectivity be controlled dy-
namically without resorting to structural changes?
In the framework of this project we have explored 
the hypothesis that the self-organization of col-
lective neuronal oscillations underlies the fast re-
organization of brain effective connectivity. Syn-
chronous oscillations across different frequency 
ranges, and in particular in the so-called gamma 
range (40-100 Hz), are involved in a steadily grow-
ing repertoire of cognitive processes [4]. Based 
on the analytic and numerical analysis of mean-
field and of spiking network models of interacting 
brain areas, we have found that “causality follows 
dynamics” [5]. Different dynamic states of a same 

structural network – e.g. different phase-locking 
patterns of local coherent oscillations – are asso-
ciated to different effective connectivities. Switch-
ing between these effective connectivities is 
reliably induced in our models through pulse per-
turbations suitably phased with respect to the on-
going rhythm. This mechanism is neurally plausi-
ble and metabolically efficient.
Furthermore, we have found that “information fol-
lows causality” (and, therefore, dynamics) [5]. We 
have directly verified that different effective networks 
associated to a same structural network have dif-
ferent information routing properties. Oscillations in 
the rate of neuronal activity act as the “carrier” of rich 
information encoded in precise patterns of neuro-
nal firing. The self-organization of interacting brain 
rhythms allows then the transmission and the pro-
cessing of this complex information in a way akin to 
a “clocked” digital combinatorial circuit. Note that se-
lective information routing based on carrier coher-

figure 1
One structural connectivity leads to many effective 
connectivities. Even very simple structural motifs 
involving a small number of reciprocally connected 
local circuits can give rise to a large number of ef-
fective motifs with different topologies.
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ent oscillations can occur also within local circuits. 
In a inhomogeneous network, dynamic phase-lock-
ing takes place among clusters of more densely 
connected neurons [6]. We have derived analytic 
expressions for the time-delayed mutual informa-
tion between different groups of neurons modeled 
as phase oscillators. Furthermore we have shown 
that local changes in the strength of few synaptic 
couplings can remotely control information flow be-
tween distant neuronal clusters [6].
The dynamics of neuronal circuits with interacting 
sub-modules can be very different from the dy-
namics of the isolated sub-modules themselves. 
In particular, qualitatively different dynamical 
states can emerge, characterized by very differ-
ent functional properties. As canonical examples 
of circuits with interacting components, we have 
investigated multi-layer models of small portions 
of cerebral cortex. Very often the cortex is mod-
eled as a two-dimensional system, neglecting the 
existence of a six-layered structure, with a large-
ly stereotyped architecture of inter-layer connec-
tions [7]. We have considered a minimal multi-
layer model of a functional hypercolumn of striate 

cortex [8]. In our architecture, two networks with 
ring topology, representing respectively deep and 
more superficial cortical neuronal layers, interact 
through excitatory and inhibitory inter-layer syn-
apses. Thanks to the interaction between neuro-
nal populations at different depths in the cortical 
tissue, the oscillatory responses evoked by visu-
al stimulation are synchronous, but, at the same 
time, chaotic. The chaotic nature of this evoked 
dynamics makes possible to reconcile the experi-
mentally observed broad-band power spectra to-
gether with synchrony, unlike previous models 
without interacting layers, giving rise instead to ex-
ceedingly harmonic evoked spectra [8]. We have 
also developed a mean-field model of a single cor-
tical column [9] that embeds a realistic six-layers 
architecture based on anatomical observations 
[7]. We have found that inter-layer interactions en-
dow the cortical column with the capacity to adapt 
dynamically its own response to stimuli depending 
on the context. Thanks to the vertical competition 
between neuronal populations in different layers, 
small changes in the currents describing classi-
cal and extra-classical surround stimulation are 
non-linearly amplified, leading to strong contextu-
al modulations of the column response [9].
Finally, in parallel to modeling and theoretical anal-
yses, we have also analyzed inter-areal interactions 
in real brain, through the causal analysis of multi-
channel recordings in behaving macaque monkeys. 
We have focused on experiments performed at the 
German Primate Center in Göttingen, in the lab of 
Alexander Gail. In these experiments, a monkey 
performs reach movements, instructed by visually 
presented cues. Different rules can be used to map 
a sensory cue into a reach direction. In the “PRO” 
case, the monkey has to reach in the same direction 
of the stimulus, when a go signal is presented after 
a delay period. In the “ANTI” case, the monkey has 
to reach in the opposite direction [10]. Even simple 
hand movements activate a complex fronto-parietal 
network involving many brain areas. In the case of 
reach movements, two areas participate to the de-
cision of a motor goal, the Parietal Reach Region 
(PRR) and the Premotor dorsal area (PMd). PRR 
receives directly sensory-related inputs, whereas 

figure 2
Minimal multi-layer model of a functional hypercol-
umn. A single hypercolumn of primary visual cor-
tex is modeled as a network with two modules with 
ring-topology, representing deep and more su-
perficial cortical layers. In such a multi-layer net-
work qualitatively novel dynamical responses can 
emerge. In particular, the neuronal activity evoked 
by stimuli with high contrast is chaotically synchro-
nous, giving rise to realistic broad-band spectra.
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PMd integrates also inputs coming from higher or-
der areas involved in the representation of abstract 
rules. The causal analysis of time-series of Local 
Field Potentials simultaneously recorded in PRR 
and PMd have unveiled that the effective connec-
tivity between areas PRR and PMd is highly dy-
namic and is modulated across task phases and by 
changes in the rule for sensorimotor mapping [11]. 
Furthermore, causal interactions from PRR to PMd 
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figure 3
Inter-areal interactions in goal-directed reaching. Dynamic effective connectivity between brain areas PRR and PMd is 
represented here in causogram form. Effective connectivity from PMd to PRR is shown in the left column and from PRR 
to PMd in the right column. The top row refers to a sensorimotor mapping task with a “PRO” rule (reach movement in di-
rection of the sensory cue) and the bottom row to a task with a “ANTI” rule (reach movement in direction opposite to the 
sensory cue). The time-line of the experiment is reported below each causogram. The color encodes the strength of ef-
fective connectivity, frequency-band by frequency-band, as measured by spectral Granger Causality. Causal interactions 
occur in different frequency bands and are modulated by changes in task phases and remapping rules.

and from PMd to PRR occur into different coherent 
frequency bands. Cue-related causality from PMd 
to PRR (in the 5-15 Hz frequency range) can be in-
terpreted as a “top-down” kick informing PRR about 
the rule to be used for motor goal decision. Causality 
from PRR to PMd (in the 20-30 Hz frequency range) 
is particularly strong during the delay period and is 
enhanced for a PRO rule, reflecting the larger weight 
assigned to sensory inputs in this case.
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VI-4 flux cycles as fundamental Building Blocks of non-equilibrium 
steady states

a MaJor challenge of statistical physics is to 
identify principles organizing the structure of 
steady states. In equilibrium systems such a 
mechanism is provided by a free energy function-
al from which one can derive all thermodynamic 
properties of the system [1]. The origin of this fea-
ture is Liouville’s theorem which provides a sym-
metry condition between different states of the 
system known as detailed balance. In non-equi-
librium systems detailed balance is broken in the 
steady state. Consequently, there is no reason to 
expect that there is a potential function for these 
systems that allows one to calculate the steady-
state properties of the system. Remarkably, this 
expectation is premature [2]: the dynamics of ev-
ery non-equilibrium steady state (NESS) can be 
mapped onto a dual space, where detailed bal-
ance is restored. In this representation the funda-
mental building blocks are flux cycles, and a ther-
modynamic potential can be defined.
In our argument [2] we idealize observable pro-
cesses as irreducible, positively recurrent Markov 
processes on a finite state space. The enterprise 
[1] to formulate a “stochastic thermodynamics” in 
such a setting has recently been flourishing again 
[3, 4] since it is the appropriate setting to describe 
the thermodynamics of molecular machines like 
motor proteins [5]. 
We make use of a simple analogy: The system is 
thought of as a passenger on a mass transit sys-
tem described by a graph like the one in figure 1.  
The mesoscopic states are the vertices of the 
graph and therefore the stations i of the transit 
system. Non-vanishing transition rates between 
two states i and j are marked by a directed edge 
(i, j). They correspond to one or more lanes run-
ning from station i to station j. The numbers on 
the edges in figure 1 are the fluxes. They are a 
measure for the number of passengers traveling 

from one station to another per unit time. The re-
presentation of the steady state in terms of fluxes 
is equivalent to specifying the steadystate occu-
pation probabilities pi of the states i, and the tran-
sition rates wi

j to proceed from state i to j. Con-
sequently, we suggest [2] to promote the fluxes 
rather than currents to the fundamental objects 
to build NESS. 
Our approach is based on a decomposition 
of NESS in terms of flux cycles, which are la-
beled by greek letters (α, β, γ, δ in the example 
shown in the figures). They correspond to differ-
ent lanes of the transit systems running one way 
in closed cycles. Each passenger is proceeding 
along a lane selected by a ticket he is carrying. 
A passenger can switch lanes at any station and 
proceed on another lane by changing his ticket 
at random with other passengers. Ticket switch-
ing between any two lanes defines a “meta flux”  
Ψα

β of passengers between lanes α and β rath-
er than between stations. The resulting dynam-
ics in cycle space is again a Markov process 
on a new graph where the vertices represent 
the cycles of the original problem, cf. figure 2. 

figure 1
Markov graph representing a NESS with states ➀, ➁, 
➂ and ➃. The numbers at the edges connecting the 
states correspond to the steady state fluxes ϕi

j = pi mi
j. 

The steady state can be decomposed into the cycle 
fluxes with positive weights. In the example, two differ-
ent decompositions, in terms of α, β and in γ, β, δ are 
possible.
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figure 2
Representation of the equilibrium dynamics on the 
cycle spaces obtained from the two decomposition 
introduced in figure 1.

For each pair of lanes α and β sharing a com-
mon station, the “meta flux” Ψα

β indicates the 
rate of passengers transferred between the re-
spective lines. 
A crucial observation of our work is that the 
meta-fluxes Ψα

β between lanes fulfill detailed 
balance. Hence one can proceed along the 
lines of equilibrium thermodynamics to assign 
Boltzmann weights to the cycles and define av-
erages on cycle space which exactly represent 

the steady-state averages of the steady state 
of the original system. This formalism can also 
be used to assign an entropy production to in-
dividual cycles. Proceeding along this line, an 
extended electric and thermodynamic analogy 
was established which provides an easy mea-
sure quantifying how strongly a system is devi-
ating from an equilibrium steady state. 
Future work will basically proceed in two direc-
tions. (i) From the point of view of (molecular) 
thermodynamic machines a cycle corresponds 
to an operation mode of the machine. For small 
systems noise plays a huge role for the dynam-
ics. We will characterize these fluctuations by 
fluctuation theorems which can easily be formu-
lated for the cycle dynamics (cf [3]). (ii) The flux-
es and forces along cycles together with their 
mutual connection (as shown in figure 2) are 
considered the fundamental entities in our ap-
proach. Consequently, two steady states agree-
ing in those properties are equivalent. We ex-
plore presently how this leads to a new way of 
model reduction for Markov processes.
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VI-5 network Dynamics as an Inverse Problem

HoW Does a network’s interaction topology re-
late to its collective dynamics? Biological neural 
networks, for instance, are characterized by high-
ly intricate anatomical structures and often com-
plex dynamics. Yet, little is still known about how 
structural features shape the ongoing activity dy-
namics and which of these features are pivotal to 
network function. 
Technological advances in electrophysiology al-
low us to record extracellular activity from large 
sets of neurons simultaneously. To help analyze 
and interpret these data is an important goal of 
neuronal network theory. Most theoretical ap-
proaches take a forward perspective: they make 
assumptions about neuron properties and net-
work structure and analyze the resulting dynam-
ics. The inverse problem, i.e. deriving network to-
pology from network activity has received much 
less attention and has mainly focused on func-
tional or effective connectivity between neurons, 
neuronal assemblies or brain areas derived on 
the grounds of implicit correlation-based meth-
ods [8-11]. Explicit approaches that reconstruct 
actual structural connections between individual 
elements are more difficult in general, but where 
feasible, they offer exact fine-grained results [12], 
for instance by establishing the presence or ab-
sence of individual synapses which may make a 
functional difference.
We are currently addressing a set of inverse prob-
lems of collective network dynamics focusing on 
three key questions:
· Can we identify the topology of a network from 

measuring (some of) its dynamical features?
· How do networks have to be wired to generate 

a given spatio-temporal dynamics?
· Which of the networks that produce a specif-

ic dynamics and function are then favored by 
principles of optimal stability and robustness?

The answers to these questions may eventually 
provide valuable insights into the evolutionary de-
sign principles that form the basis of the anatomy 
of brain circuits, as well as the interaction topolo-
gy of other networks. 

Inferring network topology from Dynamics 
What does the collective network dynamics tell 
us about the interaction topology? To address 
this question, we first asked how the coarse net-
work structure, as represented by a network’s 
strongly connected components (SCC) controls 
the collective dynamics of coupled units. SCCs 
are subsets of the nodes of a network such that 
every given pair of nodes within this subgroup 
is connected via a directed path of interactions, 
thus enabling indirect communication from each 
node to each other within that subset. We have 
demonstrated that the number of SCCs alone 
does not qualitatively influence the stationary dy-
namics of networks. Nevertheless, the mutual in-
terconnectivity between SCCs does qualitatively 
impact the collective dynamics: the hierarchy of 
SCCs in terms of the resulting input flow between 
them determines if networks synchronize or ex-
hibit more irregular, partially clustered activity [1]. 
Hence, information about topology is directly re-
flected in the collective network activity.
These insights provide a conceptual step towards 
reconstructing the interaction topology of a net-
work from its resulting spatio-temporal dynamics. 
When driving a generic network by a constant ex-
ternal input, every steady state moves in state 
space in a way that depends on both the driv-
ing signal and the interaction topology. Using this 
general feature we have analyzed the response 
dynamics to external driving inputs and thereby 
revealed the underlying interaction topology. For 
simple systems, such as coupled phase oscilla-
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tors [2], a first order theory analytically yields the 
network topology even if system details, e.g. the 
interaction functions, are not known exactly. We 
have recently generalized these results to sys-
tems where the local unit dynamics and the in-
teraction functions are known and found that net-
work reconstruction reduces to finding an optimal 
solution to an overdetermined large linear system 
of equations, also allowing a closed form solution 
[3]. Our results moreover indicate that for a giv-
en average number of connections per node the 
number of driving experiments necessary to re-
construct networks scales sublinearly with sys-
tem size. Hence, highly accurate reconstructions 
can be obtained from a comparably small num-
ber of experiments. Recent progress suggests 
that closely related methods can successfully re-
construct networks of higher-dimensional or even 
chaotic units [3, 4] and that these approaches are 
not confined to fixed point or periodic dynamical 
states, but work for complex dynamics of very het-
erogeneous systems, including neural systems 
with non-trivial spatio-temporal spiking activity [3, 
5]. We continue working towards a general theory 
to reconstruct the topology of real-world networks 
from measured observables. 

Designing complex networks
Which networks are capable of generating a giv-
en dynamics? Analyzing a general model class 
of spiking neural networks, we have recently 

figure 1
One selected heterogeneous network that generates a predefined complex spike pattern. (a) Network of two types of 
neurons (marked as blue and green, respectively). Connections are either excitatory (black) or inhibitory (red) (thick-
nesses proportional to coupling strengths). (b) The spiking dynamics actually generated (green and blue bars accord-
ing to neuron type) by the network shown in (a) perfectly agrees with the desired predefined pattern of precisely timed 
spikes (black bars underlying the colored ones). The pattern includes several coincident spikes, neurons with different 
spike rate and three neurons {4, 11, 12} that are switched off (nonspiking).

worked out explicit constraints that exactly de-
fine the set of all admissible network topologies 
that generate a predefined spatio-temporal spike 
pattern [6, 7]. It turns out that two types of con-
straints restrict the space of network topologies 
consistent with a given dynamics, i.e. the space 
of admissible networks. First, individually fixed 
spike times reduce the dimensionality of admissi-
ble network space (equational constraints). Sec-
ond, the ordering among collective neural circuit 
events (sending and receiving of spikes) restricts 
network space to certain areas (e.g. inhibitory 
coupling of a minimum strength for a specific syn-
apse) by posing inequality constraints.
Our work provides complete analytical access 
to these constraints, even for strongly heteroge-
neous networks consisting of various types of 
neurons, both excitatory and inhibitory, and with 
very different local neuron parameters (cf. figure 
1). Solving this set of constraints yields the set 
of all admissible coupling strengths of networks 
that enable a predefined spike pattern. The gen-
erality of this approach and the high dimension-
ality of solution space imply that additional re-
strictions may be imposed. For instance, the 
statistics of network topology, such as the de-
gree distribution, as well as functional features 
like the distribution of delays may be pre-speci-
fied, enabling us to check whether and for which 
precise topologies a given network is capable of 
generating desired collective dynamics. 



229MPI for DynaMIcs anD self-organIzatIon |

netWorKs

structurally optimized networks
If a multitude of different network topologies 
may generate the same collective dynamics, 
which of these topologies are realized in biolog-
ical systems and which may be particularly suit-
able? To start to address this question, we have 
investigated how minimizing wiring costs affects 
the topology of networks that generate a pre-
defined spike pattern [7]. Standard L2 (Euclidi-
an norm) minimization of total wiring costs yield-
ed particular homogeneous networks whereas 
L1 (absolute value norm) minimization showed 
that even very sparse, very heterogeneous net-
works are capable of generating a complex spa-
tio-temporal pattern (cf. figure 2).
The spatial constraints of connectivity in real 
neuronal tissue as well as considerations of 
metabolic energy consumption suggest mini-
mal wiring cost as an evolutionary principle. The 
combination of such cost principles and dynam-
ical requirements such as stability is expected 
to yield further valuable insights into the design 
of neuronal networks for specific functions. Cur-
rently, we are working towards extending the 
theoretical understanding to optimal network 
topologies in analytically tractable classes of 
models and at the same time strive to under-
stand how biologically more detailed systems 
may be constrained and selected to achieve a 
desired dynamics and thus function. 
Along these lines, a very recent conceptual 
analysis (unpublished) indicates that an impor-
tant finding about neural circuits is in fact inevi-
table rather than surprising: In 2004, Prinz and 
coworkers [15] found that similar network activ-
ity can arise from very disparate neural circuits. 
Our current research on bursting, multi-param-

eter models of stomatogastric ganglion circuits 
[3] now indicates that measuring only a few dy-
namical observables in such complex, high-di-
mensional systems necessarily yields a many-
to-one mapping. As a consequence, there are 
necessarily many disparate neural circuits that 
generate essentially the same dynamics. 
These conceptual, analytical as well as comple-
mentary numerical results on interrelations be-
tween network topologies and collective dynam-
ics open up a new branch of theoretical research 
about topology identification in complex networks 
– mathematically a high-dimensional inverse 
problem. Together with other theoretical studies 
[12-14, 16] our works complement very well the 
experimental progress of data acquisition in the 
neurosciences and other areas of science, e.g. 
on gene and protein interaction networks.
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figure 2
Distinct optimal networks generate the same predefined spike pattern. The two networks minimize wiring costs in (a) the Euclid-
ean (L2) norm and (b) in the absolute value (L1) norm. Both networks collectively generate the same complex spike pattern (c).
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VI-6 renewable energy sources in future Power grids

renewable energy sources will dominate 
future power grids
The ongoing change of our energy supply from 
large, centralized power plants based on nu-
clear or fossil fuels to smaller, decentralized 
sources based on renewable energies poses an 
enormous challenge for the development of the 
power grid. Many billions of Euros are current-
ly invested to upgrade the grid (figure 1) [3]: not 
only is it necessary to connect all the new pow-
er generators and to enable large-scale energy 
storage and transport, e.g. from off-shore wind 
parks to the consumers in the inland. At the 
same time the structure of the power grid has 
to be optimized to increase its stability against 
fluctuations and robustness against device er-
rors. Already the current power grid with its rel-
atively few, reliable sources, is sometimes too 
fragile to cascading failures causing major pow-
er outages, despite the fact that all elements 
of the grid are carefully designed and tested. A 

partial future solution will be provided by trans-
mitting consumer information over the so-called 
smart grid [4, 5] and adapt energy production 
and distribution, thus aiming to control the en-
tire grid. However, large-scale failures, for in-
stance, are consequences of the collective dy-
namics of the power grid. We thus urgently need 
to understand the intrinsic network dynamics on 
the large scale to complement partial solutions 
of control engineering and to be able to devel-
op efficient strategies for operating the future 
grid [3, 4].
To date, most research on the collective dynam-
ics of power grids follows one of two distinct 
approaches: Electrical engineers model the be-
havior of single units of the power grid, such as 
generators and motors, in great detail and try to 
approximate the entire grid using a rough proxy 
structure of only a few units [6]. At the other 
extreme, physicists and mathematicians most-
ly studied abstract transportation or flow net-
works, disregarding all the details of the gener-
ators and transmission lines [7, 8].

Modeling the emergent dynamics of large 
power grids
Bridging the gap between these two approach-
es, we are now aiming to understand pow-
er grid dynamics at an intermediate level. We 
model each generator or motor as a simple ro-
tor, whose current state is characterized by its 
phase angle and phase velocity [9]. This ap-
proach captures the essential features of ev-
ery element, but is still simple enough to study 
the emergent behavior of the entire power grid 
and to perform simulations of realistic network 
structures. One of our main objectives is to find 
out how synchrony and stability depend on the 
structure of the power grid, in particular the net-
work topology and the composition of the power 

figure 1
Change of the electric power grid. Today, pow-
er is mostly generated in large centralized power 
stations based on fossil fuel or nuclear energy. In 
2050, power supply will rely on renewable energy 
sources, which are typically small, strongly fluctuat-
ing and heterogeneously distributed. This change in 
energy supply is only possible if the structure of the 
power grid is adapted and extended.
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generators (large conventional, mostly central-
ized power plants vs. small regional power sta-
tions mostly based on renewables).

self-organized synchronization
In a first project we have analyzed the synchro-
nization of different power grids consisting of a 
few hundred consumer units linked to few large 
power plants and a varying fraction of small 
sources of renewable energy. Figure 2 shows 
numerical results for the dynamics of the phas-
es of the generators and consumers relative to 
the reference Ω х t, Ω being the grid frequency 
of 50 Hz. If the capacity of the transmission lines 
is too small, the generators accelerate while the 
consumers decelerate (cf. figure 2 (a)), requir-
ing an emergency shutdown of the power grid. 
However, if the capacity is increased, sponta-
neous synchronization sets in without the need 
for an active phase control of the generators as 
shown in figure 2 (b) on a chosen scale. Figure 
2 (c) shows the order parameter, measuring the 
degree of phase synchronization, as a function 
of the capacity of the transmission lines, varying 
the number of large conventional power plants. 
If this number is reduced and large power plants 
are replaced by many small sources of renew-
able energy, the degree of phase synchroniza-

tion is larger – the entire power grid becomes 
more stable and reliable, at least under station-
ary conditions [1, 2].

Preventing failures and optimizing the grid
Future research will be devoted to the dynam-
ics of cascading failures, optimal transporta-
tion networks and applications to real-world 
power grids. Major power outages result from 
a cascade of failures: Commonly, a single el-
ement breaks down which would not be cru-
cial as such. But due to the redistribution of the 
power load, other elements become overloaded 
such that finally large parts of the network break 
down. In order to prevent these major break-
downs, a profound understanding of the dy-
namics of cascading failures and the relation to 
the network structure is essential. Furthermore, 
power grids should be efficient in the sense that 
they transport electrical energy with a minimum 
of transmission lines and thus with a minimum 
of costs for construction and maintenance. For 
a wide class of problems it has been shown that 
an optimal efficiency is achieved with a tree-
like network structure [10, 11]. However, such 
a network is certainly no longer secure against 
failures as the breakdown of a single link dis-
connects the network in two parts. We will thus 

figure 2
Dynamics of an intermediate-scale network model of electric power grids. (a) Phases of large power plants (red), small pow-
er generators (green) and the consumers (blue) relative to the reference Ω х t. The elements of the grid desynchronize if the 
capacity of the transmission lines is too small. (b) The phases remain synchronized if the capacity is increased sufficiently. 
(c) The order parameter measuring the degree of synchronization as a function of the capacity of the transmission lines and 
the number of large power grids, where the remaining power is provided by small sources of renewable energy [2].
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develop a theory for optimal dynamical trans-
portation networks under certain stability con-
straints and apply this approach to power grids. 
With the knowledge gained from these model 
systems, we will then model and simulate the 
real-world power grid in Central Europe. We will 
apply our results on optimal transportation and 
fault-tolerant operation to develop strategies for 
the future development of the grid with special 
emphasis on efficiency and stability.
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VI-7 Impact of single links in growing networks

explosive Phase transitions in competitive 
Percolation 
New links in complex networks often compete 
for addition.
How a complex network is connected crucially 
impacts its dynamics and function. Percolation, 
the transition to large-scale connectedness of 
networks upon gradual addition of links, occurs 
during growth and evolutionary processes in a 
large variety of natural, technological, and so-
cial systems [1-4]. Percolation arises in atomic 
and molecular solids in physics as well as in so-
cial, biological and artificial networks. In many 
of these systems, links often compete for addi-
tion. For instance, a human host carrying a vi-
rus may travel at any given time to one but not to 
another geographic location. He therefore links 
the people of his origin by transporting the in-
fection to other people only at one of the plac-
es [3]. Across all percolating systems, once the 
number of added links exceeds a certain critical 
value, extensively large connected components 
(clusters) emerge that dominate the system. 

continuous or discontinuous percolation?
Given the breadth of experimental and numer-
ical studies, as well as several theoretical re-
sults and analytic arguments [4] percolation 
was commonly believed to exhibit a continuous 
transition where the relative size of the largest 
cluster increases continuously from zero in the 
thermodynamic limit once the number of links 
crosses a certain threshold. So recent work by 
Achlioptas, D’Souza and Spencer [5] came as 
a surprise because it suggested a new class 
of random percolating systems that exhibit “ex-
plosive percolation”. Close to some threshold 
value, the system they considered displays a 
steep increase of the largest cluster size with 
an increasing number of links; moreover, nu-
merical scaling analysis of finite size systems 
suggests a discontinuous percolation transition. 
This study initiated several follow-up works (e.g. 
[6-9]), confirming the original results for a num-
ber of system modifications. In particular, these 
studies support that competition in the addition 
of links is crucial; the key mechanisms underly-
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ing discontinuous percolation, however, are still 
not well understood, and the impact of individual 
link additions has been unknown so far. 
How do single links impact the transition? 
The first hint was provided by the numerical re-
sults presented in the 2009 Science article [5]. 
To explain the key microscopic mechanisms un-
derlying this transition, we have now combined 
stochastic numerical simulations with a new, 
link-based form of analysis [1]. The analysis re-
veals a particularly strong impact of single link 
additions. In generic competitive percolation 
processes, including those displaying explo-
sive percolation, single links do not induce a dis-
continuous gap in the largest cluster size in the 
thermodynamic limit as shown in figure 1 (c), in 
contrast to what one might expect from the orig-
inal study [5]. Nevertheless, our results high-
light that for large finite systems single links may 
still induce substantial gaps because gap siz-
es scale weakly algebraically with system size. 
Two or more essentially macroscopic clusters 

figure 1
Impact of single link additions in percolation processes with competition. (a) No competition – a link is added at random. 
(b) Clique competition (k=3) – Three different clusters are selected at random and compete for the new link. The two 
smallest clusters win and get connected. (c) Growth of the largest cluster C1 as a function of the number of links L added 
so far. The percolation transition appears to show jumps as soon as competition K≥3 occurs. See Ref. [1] for details.

coexist immediately before the transition, thus 
announcing percolation. These results explain 
how single links may drastically change macro-
scopic connectivity in networks where links add 
competitively. The findings may be particularly 
relevant for many real systems where competi-
tive features are strong enough. 
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neurons In the cerebral cortex fire action 
potentials (spikes) in highly irregular, seeming-
ly random sequences [1]. Since neurons in iso-
lation reproducibly respond to the repeated in-
jection of identical temporally varying inputs 
[2], the irregular activity in the cortex is not be-
lieved to result from a randomness in the spike 
generating mechanism, but rather from strongly 
fluctuating synaptic inputs [3]. The prevailing ex-
planation for this phenomenon is a dynamic bal-
ance between excitatory and inhibitory inputs, 
also known as the balanced state of cortical 
networks. Such a balance in neuronal circuits 

figure 1
Complex network topology induces irregular asynchronous dynamics in large networks of identical model neurons. Left col-
umn schematic representation of different network structures ranging from fully connected over sparse random to complete-
ly disconnected networks. The graphs to the right of each network show representative spike patterns and spiking statistics 
of identical deterministic integrate and fire neuron models interacting in such networks. Middle column: spike raster of a ran-
dom subset of neurons in a network of 2000 neurons. Right column: histograms of single neuron firing rates and CV values, 
indicating the asynchronous and irregular firing pattern induced by recurrent interactions in the sparse random network. 
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VI-8 chaotic Dynamics and Information Decay in spiking 
neural networks 

has been demonstrated experimentally in vi-
tro and in vivo [4]. The statistical characteris-
tics of self-balancing networks have been stud-
ied theoretically in networks of excitatory and 
inhibitory neurons [5, 6] and in networks of only 
inhibitory neurons, where the recurrent inhibi-
tion balances external excitatory currents [7]. 
These studies established that in sparsely con-
nected networks with relatively strong synapses 
the balanced state emerges robustly from the 
collective dynamics of the network, without any 
external source of randomness (for an illustra-
tion see figure 1). 
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The dynamical nature of the balanced state, 
however, has remained largely controversial 
and poorly understood. In a seminal paper, van 
Vreeswijk and Sompolinsky developed a pow-
erful mean field theory of the balanced state 
for excitatory-inhibitory networks of binary neu-
rons [5]. In their model, nearby trajectories di-
verged faster than exponentially, demonstrating 
an extremely intense chaos with an infinite larg-
est Lyapunov exponent. More recently, studies 
of inhibitory networks of leaky integrate and fire 
neurons instead reported stable chaos, a kind of 
dynamics in which all Lyapunov exponents are 
negative definite such that the dynamics is sta-
ble but temporally irregular [7], a behavior ap-
parently completely inconsistent with the origi-
nal findings of van Vreeswijk and Sompolinsky.
Answering the question of whether the bal-
anced state is predicted to be chaotic or not in 
real biological networks, however, is obvious-
ly of fundamental importance for understand-
ing information representation and processing 

in the cortex. If cortical networks were to gener-
ate stable complex firing patterns as in networks 
exhibiting stable chaos, these might serve as a 
coding space for the storage and processing of, 
e.g., sensory information. This possibility is par-
ticularly important in view of our recent results 
that spike latency codes generated by the pre-
dominantly inhibitory networks of the olfactory 
bulb are powerful encoders of olfactory senso-
ry information [8]. If, however alternatively, cor-
tical networks operate in a chaotic regime, infor-
mation processing would be intrinsically limited 
by the dynamical entropy production of a chaot-
ic system that turns microscopic perturbations 
such as ion channel noise into global firing pat-
terns. 
To resolve the controversy about the dynamical 
nature of the balanced state and to comprehen-
sively assess the conditions and determinants 
for the occurrence of extreme, conventional, or 
“stable” chaos in cortical networks we recent-
ly developed methods for the semi-analytical 

figure 2
Invariant statistics of spike activity in spiking neuron networks with and without recurrent excitatory connections. Char-
acteristics of the balanced state in inhibitory and excitatory-inhibitory networks of theta neurons: (a,c) Spike patterns of 
40 random neurons, (b,d) Voltage traces of one random neuron, (e) Firing rate distributions, (f) Coefficient of variation 
distributions and (g) Stationary voltage distributions (modified from Monteforte & Wolf, PRL 2010).
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spike based calculation of the complete spec-
trum of all Lyapunov exponents, the Kolgom-
orov Sinai entropy production rate and the at-
tractor dimension in large networks of spiking 
neurons. In a first series of studies we have 
used these methods to quantitatively examine 
the nature of balanced state chaos in networks 
of neuron models covering the most extreme 
choices of a biologically plausible single neu-
ron dynamics [9, 10]. Our results demonstrate 
an extreme sensitivity of the collective dynam-
ics to fine details of the single neuron dynamics 
and quantify the consequences of the different 
types of collective dynamics on the preserva-
tion and decay of information encoded in neu-
ronal spiking patterns. 
We first performed a comprehensive character-
ization of the balanced state in networks of N ca-
nonical type I neuronal oscillators, called theta 
neurons (figure 2). The theta neuron model ex-
plicitly describes dynamic action potential gen-
eration and is equivalent to the normal form of a 
saddle node bifurcation on an invariant circle. In 
contrast to previously considered network mod-
els that exhibit phase spaces of varying dimen-
sionality, the phase space of our network mod-

figure 3
Extensive and high dynamical entropy production and fat attractor structure in large networks of spiking neuron mod-
els. Chaotic dynamics in balanced excitatory-inhibitory networks at different excitatory feedback loop activations ε: (a) 
Lyapunov spectra, (b) Maximal Lyapunov exponent, (c) Entropy production per spike per neuron, (d) Attractor dimen-
sion density, dashed lines: isolated inhibitory networks (modified from Monteforte & Wolf, PRL 2010)

el is a fixed N-torus. Obviously a phase space 
of fixed dimensionality is an important prereq-
uisite for the definition and calculation of char-
acteristic exponents. For these networks, we 
performed numerically exact calculations of the 
full spectrum of Lyapunov exponents, the rate 
of dynamical entropy production and the attrac-
tor dimension, and analyzed the statistics of the 
first Lyapunov vector [9]. We found that both in-
hibitory networks and excitatory-inhibitory net-
works exhibit deterministic extensive chaos (fig-
ure 3). In all considered networks, the chaotic 
attractors had a large dimensionality on the or-
der of the phase space dimension N. Most sur-
prisingly, the average entropy production (infor-
mation loss) was found to be very high, on the 
order of one bit per spike per neuron. This rate 
of dynamical entropy production in these net-
works appears large, in particular, compared to 
experimental estimates that estimated the in-
formation content of spike patterns in sensory 
cortices. Such studies found maximal informa-
tion rates on the order of 1 bit per spike [11], i.e. 
on the same order as the network dynamics is 
capable of “destroying” information encoded in 
its state. Thus, if the rate of dynamical entropy 
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figure 4
Sensitivity to single spike failures in networks of integrate-and-fire neurons: (a) Distance D between trajectory after 
spike failure and a reference trajectory versus time in log-lin plots for different connectivities K and average firing rates, 
(b) pseudo Lyapunov exponent from exponential fits to D(t) before reaching saturation versus connectivity K and aver-
age firing rate (c) distance-evolution of all parameter sets (rescaled with approximate perturbation strength versus time 
(rescaled with average input rate) collapse to one characteristic exponential state separation (inset: different network 
sizes N for K = 100), (modified from Monteforte & Wolf, 2011).

production in cortical networks is as high as in 
our models, all information inserted into a pat-
tern of neuronal spike times would be essential-
ly erased by the time a typical neuron fires its 
the next spike.
From a theoretical perspective, already the ob-
servation of extensive chaos in these networks 
is not a trivial property. Extensive chaos can be 
expected on general grounds in spatially ex-
tended systems, that can be decomposed into 
weakly interacting subsystems, whose num-
ber grows linearly with system size. This condi-
tion however is not fulfilled for network dynami-
cal systems on random graphs. The extensivity 
found for balanced chaos presumably reflects 
the lack of correlations between neurons in the 
balanced state: In the completely uncorrelated 
limit the invariant measure of the network dy-
namics is expected to factorize and the attrac-
tor becomes O(N) dimensional and the dynam-
ics extensive in the large system limit. An exact 
understanding of the conditions for extensive 
dynamics in spiking neuron models thus rep-

resents an important theoretical challenge for 
further studies.
Considered biologically, our results highlight 
that the collective dynamics of balanced net-
works strongly depends on the single neuron 
dynamics. While networks of theta neurons 
in the balanced state exhibit conventional ex-
tensive chaos, previous studies of topological-
ly identical networks of leaky integrate and fire 
neurons demonstrated stable chaos [7]. We 
showed that the origin of this qualitative differ-
ence apparently results from differences in sin-
gle neuron spike initiation dynamics [9]. Op-
posed to the leaky integrate and fire model, the 
theta neuron model incorporates the dynamic 
instability underlying spike initiation. The mem-
brane potential distribution of the neurons when 
most sensitive to perturbations indeed is shift-
ed towards this instability [9]. Our results thus 
suggest, that this feature of single neuron dy-
namics renders the collective dynamics of bal-
anced networks robustly chaotic. Since the the-
ta neuron model is the canonical form of type I 



238 | MPI for DynaMIcs anD self-organIzatIon 

researcH

figure 5
Flux tubes in the phase space of spiking neuron 
models. Phase space structure underlying simulta-
neous stability to infinitesimal state perturbations 
and strong instability to single spike perturbations. 
Indicated are the scaling of the flux tube diameter 
and pseudo Lyapunov exponent with system size, 
N, mean in-degree, K, and firing rate, as well as 
the typical timescale for the decay of infinitesimal 
perturbations, set by the membrane time constant 
(modified from Monteforte & Wolf, 2011). 

excitability, our finding of extensive and strong 
conventional chaos are expected to be repre-
sentative of a wide range of single neuron dy-
namics.
The strikingly large entropy production we found 
raises fundamental questions about the neural 
code in cortical networks. If the entropy pro-
duction is in fact of the same order of magni-
tude as sensory information carried by spikes, 
sensory information would be hard to maintain 
in spike patterns beyond the immediate stimu-
lus response. This would be in line with exper-
imental observations indicating that spike tim-
ing information in barrel cortex about whisker 
deflections is encoded to 83% in the first spike 
after the stimulus and reduced in each succes-
sive spike by roughly two thirds [11]. The reliable 
generation of long and precisely timed spike se-
quences by cortical networks would seem un-

likely under such conditions. In line with our the-
oretical results London and coworkers recently 
reported experimental evidence for a highly un-
stable dynamics of cortical networks in vivo [12]. 
In these experiments single additional spikes 
were triggered artificially in single neurons of 
the rat barrel cortex. London et al. showed that 
these additional spikes caused a cascade of ex-
tra spikes in the network and argued that this 
cascade is likely to rapidly decorrelate the net-
work’s microstate. 
To uncover the mechanisms involved in this ex-
treme sensitivity of cortical networks we thus 
examined the response of balanced model net-
works to single spike perturbations. Surprising-
ly we found that even in models with a formally 
stable dynamics, single spike perturbations in-
duced an exponential state separation reminis-
cent of a chaotic dynamics [10]. The simplest 
example for the occurrence of this phenome-
non is provided by the dynamics of networks 
of instantaneously pulse-coupled, inhibitory in-
tegrate-and-fire neurons. To clarify the phas-
espace structure underlying this sensitive de-
pendence on single spike perturbations in 
stable networks we thus performed a compre-
hensive study of the responses to infinitesimal, 
single spike and general finite state perturba-
tions in such networks [10].
First we demonstrated that random networks of 
inhibitory LIF neurons in fact exhibit negative 
definite Lyapunov spectra, confirming the exis-
tence of stable chaos [10]. The Lyapunov spec-
tra were invariant to the network size, demon-
strating for the first time that the stable dynamics 
in response to infinitesimal perturbations is rep-
resentative for large networks, is extensive and 
is thus predicted to be preserved in the ther-
modynamic (large system) limit. We analytical-
ly calculated the mean (negative) Lyapunov ex-
ponent showing remarkably, that in the limit of 
large connectivity, perturbations decay as fast 
as in a collection of uncoupled neurons. 
In these networks, single spike failures, the most 
elementary type of single spike perturbations, 
induced extremely weak firing rate responses 
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that became negligible for large networks. Nev-
ertheless, such single spike perturbations typ-
ically put the network state on a very different 
dynamical path that diverges exponentially from 
the original one. The rate of exponential state 
separation was quantified with a so called pseu-
do Lyapunov exponent (figure 4). We found that 
the pseudo Lyapunov exponent increases lin-
early with the average input rate. For networks 
of large connectivity K this scaling implies ex-
tremely rapid, practically instantaneous, decor-
relation of network microstates. In fact even in 
networks of moderate connectivity, single spike 
perturbations caused complete decoherence of 
the networks’ microstates within milliseconds. 
Examining the transition from unstable dynam-
ics to stable dynamics for arbitrary perturbation 
sizes, we derived a picture of tangled flux tubes 
composing the networks’ phase space (figure 
5). These flux tubes form reservoirs of stabili-
ty enclosing unique stable trajectories. Where-
as adjacent trajectories separate exponentially 
fast. In the large system limit the flux tubes be-
come vanishingly small, implying that eventual-
ly even in the limit of infinitesimal perturbations 
the dynamics would be unstable. This contra-
dicts the prediction from the Lyapunov spectrum 
analysis and reveals that characterizing the dy-
namics of such networks qualitatively depends 
on the order in which the weak perturbation limit 
and the thermodynamic limit are taken. 

Our results show that the seemingly paradoxi-
cal coexistence of local stability and exponential 
state separation reflects the partitioning of the net-
works’ phase space into a tangle of flux tubes. 
States within a flux tube are attracted to a unique, 
dynamically stable trajectory. Different flux tubes, 
however, separate exponentially fast. The de-
creasing flux tube radius in the large system lim-
it suggests that an unstable dynamics dominates 
the thermodynamic limit. The resulting sensitivity 
to initial conditions is then described by the rate of 
flux tube separation, the pseudo Lyapunov expo-
nent, that showed no sign of saturation. 
Our results [9, 10] suggest that apparently un-
conditionally stable networks may develop an 
infinite largest Lyapunov exponent in the termo-
dynamic limit. We have shown that the previ-
ously reported infinite Lyapunov exponent on 
the one hand [5] and local stability on the oth-
er hand [7] can occurr in the same system. We 
propose that they were obtained in different 
studies only because of the different order in 
which the weak perturbation limit and the ther-
modynamic limit were taken. In particular in 
view of the increasing recognition of the pow-
er of spike timing codes (e.g. [8]) exact analy-
sis of information preservation, transformation 
and decay by spiking network dynamics using 
the methods introduced in our recent work rep-
resents an important new topic in the theory of 
spiking neuronal networks.
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VI-9 freely switchable networks of Biological neurons

tHe ProcessIng capabilities and collective 
dynamics of biological neural networks are de-
termined to a large degree by the topology and 
nature of synaptic interactions between the in-
terconnected nerve cells. Driven by the recog-
nition of this fact, substantial attention in theo-
retical neuroscience is currently devoted to the 
problem of neural circuit reconstruction [1-3]. In 
addition to reconstructions of network structure 
it would be highly desirable to have means to 
assemble biological neurons into circuits is ex-
perimentally controlled topology. Ideally the to-
pology of such artificial circuits should be free-
ly switchable such that the circuit structure can 
be changed by the researcher “on the fly”. Such 
systems would then enable to test how the in-
formation processing properties of a fixed set 
of neurons change when the same neurons are 
embedded in different circuits, directly demon-

strating how collective neural computation can 
be programmed by circuit topology and struc-
ture. While the ability to impose circuit struc-
tures by cell culture patterning have seen sub-
stantial progress in recent years (e.g. [4, 5]) it 
appears inconceivable to achieve reversible 
switching between different circuits by this ap-
proach. 
In principle, optogenetic control of neurons [6] 
combined with high bandwidth multi-side opti-
cal stimulation, could be used to establish free-
ly switch-able artificial circuits of biological neu-
rons. In such an approach individual neurons 
expressing light gated ion channels would be 
optically targeted and stimulated with emulat-
ed synaptic inputs from other cells. A functional 
network of such neurons could then be estab-
lished by making the photo stimulation of each 
neuron dependent on the recorded past activity 

figure 1
Elements for the synthesis of freely switch-able networks of biological neurons. Left: Network of primary hippocampal 
neurons cultured on a 8x8 multi electrode array (MEA). Neurons are transfected to express channel rhodopsin 2 (Cho-
pII). Scale bar 0.2 mm Inset: Fluorescence image of a single neuron expressing Chop 2. Right: Light guide array for 
delivering emulated synaptic input by selectively photo-activating neurons in the vicinity of each MEA electrode. 
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of other neurons in the synthetic network. Real-
ising such systems requires the development of 
high bandwidth multi-site stimulation technolo-
gy and its integration into a parallel multi-chan-
nel closed-loop architecture. 
To test the feasibility and to explore the power 
of such a “synthetic biology” approach to the dy-
namics of neural circuits, we are developing and 
testing different prototype systems and archi-

tectures of high-bandwidth multi-site stimulation 
systems. Elements of a first generation optical 
fiber-based LED driven closed-loop multi-site 
stimulation system are shown in figure 1. This 
instrument development project is jointly pur-
sued in collaboration with the Group of Walter 
Stühmer at the Max Planck Institute for experi-
mental Medicine and the optical instrumentation 
provider Rapp OptoElectronic GmbH. 
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servIces

the servIce grouPs of the institute are 
headed by the delegate manager, relieving the 
board of directors and the managing director 
from a range of tasks. The delegate manager 
(Mr. A. Bock) and his team support the scien-
tific departments and research groups, ensur-
ing that all staff and guests enjoy an excellent 
research environment. In addition to financial 
affairs, human resources, grant administra-
tion, and coordination with the central admin-
istration of the MPG, the institute management 
is in charge of the information technology ser-
vices, facility management including the ma-
chine shop, and all outreach activities. Further 
tasks have been arising for all services due to 
the construction activities for the new site at the 
‘Fassberg’ (completed early 2011), as well as 
general continual support for the two sites of the 
institute (‘Bunsenstraße’ and ‘Fassberg’).  

Workshops – Design and engineering
Based on the requests from the scientific de-
partments, the mechanical design group devel-
ops and engineers solutions for scientific ap-
paratuses. The group uses the most advanced 
software tools that allow the design of complex 
parts in three dimensions. This includes the sim-
ulation of the components as well as their three- 
dimensional assembly. Once the technical de-
sign has been finished, technical drawings are 
generated or the design is directly entered into 
the CAD engines that generate instruction sets 
understood by the CNC-machines. The work-
shop is equipped with conventional as well as 

services

Precision Mechanics Interns
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computer controlled lathes, milling and EDM 
(electrical discharge) machines. The associat-
ed metal shop manufactures frames and other 
large metal parts, and has state-of-the-art weld-
ing equipment for handling steel and aluminum.
The research workshop not only trains appren-
tices to become precision mechanics, but every 
scientist can acquire practical know-how here. 
In collaboration with the mechanical workshop 
the design group also certifies the conformity 
of the apparatuses with the European and Ger-
man laws. New parts are manufactured in the 
respective workshop. The machine shop also 
assembles components and apparatuses. It is 
also indispensible for the maintenance and re-
pair of existing machines and apparatuses.

central It services

All departments and research groups of the in-
stitute make use of HPC clusters for demand-
ing computations, simulations and data analy-
sis. In order to provide flexible configurations 
and a high level of availability a considerable 
part of the corresponding cluster and storage 
hardware is actually located at the institute in 
several server rooms. It is administrated and 
maintained by the institute’s HPC group, which 
is also responsible for the HPC cooling facilities, 
networks, provisioning and monitoring systems.
While each department and research group has 
direct access to its own clusters tailored to their 
specific applications there is a common concept 
with a homogenous hard- and software setup. 
Consequently similar resources can easily be 
shared among the groups. 
The institute’s compute clusters are still grow-
ing rapidly. At the moment they consist of al-
most 600 servers and provide a total of more 
than 5000 CPU cores, 20TB RAM and 900TB 
disk space. Because of a power consumption 
of more than 300kW efficient cooling systems 
are essential. The institute was among the first 
to construct water-cooled server racks and use 
turbine-based condensers in the cooling units Water-cooled server racks with an highly available file 

server and two compute clusters
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outreach, media relations, and 
internal communication
At the Max Planck Institute for Dynamics and 
Self-Organization public outreach and media 
relations are recognized as an important part 
of the institute’s work. Since April 2008 a press 
office has been established at the institute that 
coordinates all activities related to outreach 
and media relations. Different target groups 
(from specialized journalists to students) are 
addressed by different means: participation in 
special events and exhibitions, press releases, 
a regular series in a local newspaper, and pub-
lic lectures.
In addition, the internal communication at 
MPIDS has been promoted by a series of sci-
entific lectures for the non-scientific employees 
and a newsletter.  

Press releases

The number of press releases informing the lo-
cal, national and international media about sci-
entific results and events has been increased 
considerably since 2008. 
In 2009 and 2010 press releases dealing with 
scientific topics from all departments and all 
Max Planck Research Groups have been is-
sued. In most cases, these press releases were 
issued in both German and English.

servIces

Number of press releases
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Date gerMan tItle englIsh tItle

Feb. 6th, 2009 Kurzsichtig durch ein Netz von Farben A new kind of counting

May 18th, 2009 Startschuss für den Windkanal

May 22nd, 2009 Drehbuch für die Gehirnentwicklung A screenplay for brain development

June 5th, 2009 Die Zukunft im Zug The future in a train

June 25th, 2009 Wasser im Innern eines Saturnmondes Water within a Saturn moon

June 30th, 2009 Von Gehirnzellen und Geldscheinen

Aug. 6th, 2009 Lawinen im Gehirn Avalanches in the brain

Aug. 28th, 2009 Weiche Materie in hartem Gestein Soft matter in hard rock

Aug. 31st, 2009 Warum die linke Gehirnhälfte zur rechten passt Why the left brain hemisphere matches the right

Sept. 14th, 2009 Den evolutionären Zufall im Griff Getting a handle on evolutionary coincidence

Dec. 1st, 2009 Wirbel um den Wärmetausch Turbulence around heat transport

Jan. 17th, 2010 Organisiertes Chaos macht Robotern Beine Organized chaos gets robots going

Feb. 5th, 2010 Nervenzellen achten auf ihre Nachbarn Nerve cells pay attention to their neighbors

Mar. 7th, 2010 Strahlentherapie: Gelöste Elektronen gefährlicher als freie Radikale?

Mar. 19th, 2010 Turbulenzen im Griff Turbulences under control

May 3rd, 2010 Neues „Herzforschungszentrum Göttingen“ gegründet New „Heart Research Center Göttingen“ founded

May 19th, 2010 Mit voller Fahrt voraus With full speed ahead

June 17th, 2010 Umweltskandal in Chile Environmental scandal in Chile

June 21st, 2010 Wachsendes Gehirn ist besonders flexible Growing brain is particularly flexible

Jul. 12th, 2010 Katastrophen zählen Counting catastrophes

Aug. 6th, 2010 Bernstein Zentrum Göttingen wird erneut gefördert

Nov. 4th, 2010 Selbstorganisation statt Umwelt und Genen Self-Organization instead of environment and genes

Dec. 9th, 2010 Göttinger Research Campus: Forschungseinrichtungen rücken näher zusammen

Dec. 29th, 2010 Wie schnell ist Evolution? How fast is evolution?

neWsPaPer/Date tItle of the artIcle BaseD on Press release

Spiegel Online/Feb. 26th, 2009 Rätsel der 3D-Sudokus gelöst Kurzsichtig durch ein Netz von Farben

Frankfurter Allgemeine Zeitung/March 4th, 2009 Die Kunst des komplexen Zählens Kurzsichtig durch ein Netz von Farben

Bild Online/June 24th, 2009 Forscher: Saturnmond hat unterirdischen Ozean Wasser im Innern eines Saturnmondes

Die Zeit/Jan. 21st, 2010 Die Kraft der zwei Zellen Organisiertes Chaos macht Robotern Beine

The New York Times/March 22nd, 2010 Taming Turbulences inside Pipelines Turbulences under control

Leipziger Volkszeitung/Jul. 9th, 2010 Bedrohliche Lachsfarmen Umweltskandal in Chile

Dag Ugvarehandelen/Aug. 13th, 2010 Forårsaker en miljøkatastrofe Umweltskandal in Chile

Date tItle PrograM/statIon

July 15 th, 2008 Aus Sand gebaut Nano/3Sat

Jan. 5th, 2009 Sieg der Ordnung Forschung Aktuell/Deutschland Radio

Aug. 13th, 2009 Wesen im All Wissen Xakt/RTL regional

Aug. 27th, 2009 Der Turbulenz-Windkanal DAS! forscht/NDR Fernsehen

April 18th, 2010 Von Kakerlaken lernen – die kleinen Insekten als Helfer der Wissenschaft Planetopia/Sat1

June 20th, 2010 Skulpturen aus Sand – Was hält die Bauwerke zusammen? Planetopia/Sat1

June 26th, 2010 Thema: Umweltskandal in Chile Deutsche Welle Radio

Aug 6th, 2010 Statik und Dynamik von Sandburgen Drehscheibe Deutschland/ZDF

Nov. 5th, 2010 Thema: Selbstorganisation statt Umwelt und Genen Radio ffn

Many of these press releases led to articles in notable national and international news-
papers and internet journals. Highlights include:

In addition, several TV and radio stations reported about the activities at MPIDS. Examples are: 
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„frag’ den Wissenschaftler“ 
(engl.: „ask the scientist“)
The series „Frag’ den Wissenschaftler“ (engl.: 
“Ask the Scientist”) was continued successful-
ly. In this series, that appears every other Sun-
day in the Göttingen newspaper ExtraTip, a sci-
entist from Göttingen answers questions asked 
by readers. These questions cover all scientif-
ic areas (biology, physics, history, economics, 
medicine, etc.), but often deal with topics relat-
ed to the institute’s current research. The series 
therefore offers an excellent opportunity to com-
municate MPIDS research topics to a wide audi-
ence and foster an interest in science. All in all, 
in 2009 and 2010 51 questions were answered. 
They included: 
How do large-scale electrical power outages 
occur? Can computers be creative? How does 
a touch-screen work? How do patterns in the 
desert sand originate? Is it true, that humans 
only use ten percent of their brain? How do left- 
and right-handedness develop?

special events

Inauguration of the göttingen high turbu-
lence Windtunnel 
On May 8th, 2009 the institute’s new Turbulence 
Windtunnel was inaugurated. The inauguration 
was accompanied by an international scientific 
conference and an official ceremony for the par-
ticipants of the conference and invited guests. 
The inauguration was covered by the local and 
national media. 

science festival: stadt der jungen forscher
On June 12th, 2009 the city of Göttingen orga-
nized a science festival in the downtown area 
called „Stadt der jungen Forscher“ (engl.: City 
of young researchers). The MPIDS presented it-
self with an information stand dealing with sand 
and granular matter. This stand featured post-
ers describing the research at MPIDS, a short 
movie on granular matter, an exhibit provid-
ing insights into the extraction of crude oil from 
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the porous layers of rock in oil reservoirs and a 
sand box, where the young researchers were 
able to try out what they had just learned. 

science train 2009 
In 2009 the Max Planck Society organized a 
science exhibition within a train. Throughout 
the year, this train travelled to 62 cities in Ger-
many and reached approximately 260 000 peo-
ple. Apart from many other exhibits the train fea-
tured the movie „Around the world in 80 days“ 
describing the research performed at MPIDS on 
the spreading of infectious diseases.

Ms Wissenschaft 2010
In 2010 the MPIDS contributed to the MS Wis-
senschaft, a science exhibition within a boat 
that was devoted to the topic “energy”. Through-
out the year the boat traveled to 34 cities within 
Germany. The exhibit provided by MPIDS was 
a model of an oil reservoir that explained the 
role of porous layers of rock in the extraction 
of crude oil.

future Day
On April 23rd 2009 and April 22nd 2010 the 
MPIDS hosted the „Future Day“. On this day 
young girls and boys throughout Germany ex-
plore different career options in a hands-on 
manner. 
In 2009 – as in the years before – the day was 
organized by the head of the institute manage-
ment and was open to approximately 30 girls 
and boys. The children were given the oppor-
tunity to try out different techniques in the insti-
tute’s workshops and perform a few simple ex-
periments.
In 2010 the concept of the Future Day at MPIDS 
was changed: Only girls were invited to join, the 
activities were organized by the institute’s female 
scientists and featured mainly scientific experi-
ments. This new concept was developed in order 
to create an environment that encourages girls to 
show an interest in natural sciences and to bring 
them face to face with role models. 

Future Day
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göttinger literaturherbst 
As in the years before, the MPIDS took part 
in the annual literary festival in Göttingen the 
„Literaturherbst“. This festival features a sci-
entific lecture series, where internationally re-
nowned scientists present their latest books 
in the unique atmosphere of the historic Pau-
linerkirche in Göttingen. These lectures are in-
troduced and chaired by scientists from the Max 
Planck Institutes thus allowing for a vivid and 
entertaining exchange of ideas. In 2009 the sci-
entific lecture series was visited by 1275 guests, 
in 2010 by 1262. The series therefore offers an 
unique opportunity of communicating scientific 
topics to a wide audience. 

Göttinger Literaturherbst
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locatIon

 Departments: Nonlinear Dynamics (Prof. Geisel) 
Dynamics of Complex Fluids (Prof. Herminghaus) 
Fluid Dynamics, Pattern Formation and Nanobiocomplexity  
(Prof. Bodenschatz)

research groups:  Droplets, Membranes and Interfaces (Dr. Baret) 
Nonlinear Dynamics and Cardiac Arrhythmias (Dr. Luther)

services: Institute Management, Administration, Facility Management, Electronic  
and Mechanic Workshop, IT-Services, Library, Outreach Office, Stock 
Rooms, Lecture Hall, Experimental Hall, Clean Room and Cell Biology 
Laboratories

By plane 
From Frankfurt am Main Airport (FRA): Use one of the railway stations at the airport. Trains to Göttingen 
(direct or via Frankfurt main station) leave twice an hour during daytime (travel time: 2 hours).   
From Hannover Airport (HAJ): Take the suburban railway (S-Bahn) to the Central Station (»Hannover 
Hauptbahnhof«). From here direct ICE trains to Göttingen depart every 1/2 hour. 

By train 
Göttingen Station is served by the following ICE routes: Hamburg-Göttingen-Munich, Hamburg-Göttin-
gen-Frankfurt am Main, and Berlin-Göttingen-Frankfurt. 
From Göttingen railway station:
On arrival at Göttingen station take a taxi (15 minutes) or the bus (35 minutes). At platform A take the bus 
No. 8 (direction: »Geismar-Süd«) or No 13 (direction: »Weende-Ost/Papenberg« ).  At the second stop 
»Groner Straße« change to bus No. 5 (direction »Nikolausberg« and get off at the »Faßberg« stop, which 
is directly in front of the entrance of the Max Planck Campus  (MPISDS and MPI for Biophysical Chemis-
try). Ask at the gate to get directions. 

By car
Leave the freeway A7 (Hanover-Kassel) at the exit »Göttingen-Nord«, which is the northern of two exits. 
Follow the direction for Braunlage (B 27). Leave town – after about 1.5 km at the traffic light (Chinese res-
taurant on your right) turn left and follow the sign »Nikolausberg«. The third junction on the left is the en-
trance to the Max Planck Campus (MPIDS and MPI for Biophysical Chemistry).  Ask at the gate to get di-
rections. 

fassberg site (new building)

Am Fassberg 17
D-37077 Göttingen

how to get to the Max Planck Institute for Dynamics and 
self-organization
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locatIon

Departments: Dynamics of Complex Fluids (Prof. Herminghaus) 
Fluid Dynamics, Pattern Formation and Nanobiocomplexity  
(Prof. Bodenschatz)

research groups: Biophysics and Evolutionary Dynamics (Dr. Hallatschek) 
Network Dynamics (Dr. Timme) 
Onset of Turbulence and Complexity (Dr. Hof)

Max Planck fellow group: Polymers, Complex Fluids and Disordered Systems (Prof. Zippelius)

emeritus group: Molecular Interactions (Prof. Toennies)

services: Guest Houses

By plane 
From Frankfurt am Main Airport (FRA): Use one of the railway stations at the airport. Trains to Göttin-
gen (direct or via Frankfurt main station) leave twice an hour during daytime (travel time: 2 hours).  
From Hannover Airport (HAJ): Take the suburban railway (S-Bahn) to the Central Station (»Hannover 
Hauptbahnhof«). From here direct ICE trains to Göttingen depart every 1/2 hour. 

By train 
Göttingen Station is served by the following ICE routes: Hamburg-Göttingen-Munich, Hamburg-Göttin-
gen-Frankfurt, and Berlin-Göttingen-Frankfurt. 
From Göttingen railway station:
From the Göttingen station you can take a taxi (5 minutes) or walk (20 minutes). If you walk, you need 
to leave the main exit of the station and walk to the right. Follow the main street, which after the traf-
fic lights turns into Bürgerstraße. Keep walking until you come to the Bunsenstraße. Turn right – you will 
reach the entrance gate of the MPIDS after about 300m.   

By car 
Leave the freeway A7 (Hanover–Kassel) at the exit »Göttingen«, which is the southern exit. Follow the 
direction »Göttingen Zentrum« (B3). After about 4 km you will pass through a tunnel. At the next traffic 
light, turn right (direction »Eschwege« B27) and follow the »Bürgerstraße« for about 600 m. The fourth 
junction to the right is the »Bunsenstraße«. You will reach the institute’s gate after about 300m.

Bunsenstraße site (old building)

Bunsenstraße 10
D-37073 Göttingen
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