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Introduction

Max Planck Institute for Dynamics and Self-Organization

As recent decades have brought considerable 

progress in the understanding of simple tem-

poral and spatiotemporal systems exhibiting 

complicated dynamics, it also proves to be a 

promising aim to tackle the dynamics of com-

plex matter, where a large number of intimately 

coupled and possibly highly disparate enti-

ties often conspire to generate unanticipated 

structure and dynamics at higher levels of 

 integration. Biology, in particular cell biology, 

provides many examples, but one also finds 

self-organization far from equilibrium e.g. 

in the pattern formation of a dewetting liquid 

film, the collective dynamics of eddies in a 

thunderstorm cloud, or the complex signaling 

of neurons in the brain. The mission of the Max 

Planck Institute for Dynamics and Self-Organi-

zation (MPIDS) is the investigation of the phys-

ics of such phenomena. Founded in 2003 as the 

successor of the former Max Planck Institute 

for Fluid Dynamics, it combines expertise from 

fluid dynamics, soft condensed matter physics, 

and nonlinear dynamics. The institute present-

ly comprises three departments which jointly 

study various aspects of non-equilibrium com-

plex systems. 

Considerable attention is devoted to pattern 

formation phenomena in media as different as 

convection in fluids, the visual cortex of the 

brain, or the signaling of cell colonies. While 

the microscopic properties of the systems are 

quite disparate, certain aspects of the emerging 

structures are often strikingly similar. Finding 

the general principles underlying the common-

ality of the non-linear processes is at the center 

of this research.   

The realm of life and biology intensively ex-

ploits such processes. As a further complica-

tion, however, biological systems are strongly 

influenced by discrete events (gene expression, 

mutations, etc.), have active components (mo-

lecular motors, transport, etc.), and operate on 

many scales and in a stochastic or disordered 

environment; e.g. molecular mechanisms are 

operative below the micron scale. The fluid dy-

namics of biological systems is affected by large 

macromolecules or other self-assembling struc-

tures and components. Due to the small dimen-

sions some aspects of the comparably simple 

continuous descriptions may break down and 

molecular scale properties must be considered. 

Our current research also includes medical ap-

plications of concepts of self-organization (in 

cellular signaling, neuronal dynamics in the 

brain, cardiac fibrillation, and the spread of ep-

idemics), which necessitate a dedicated inter-

disciplinary approach. The research programs 

of the departments are embedded in collabora-

tions with the Bernstein Center for Computa­

tional Neuroscience (BCCN), the International 

Collaboration for Turbulence Research (ICTR), 

and the Faculties of Physics and Medicine at 

the University of Göttingen. 

In the past year we have formed interdepart-

Introduction
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mental topical groups, which focus on four 

areas of common interest and aim at strength-

ening the collaborations among the depart-

ments and independent junior research groups 

(IJRG). The presentation of our research activi-

ties in the next section follows the structure of 

these groups. 

The institute was able to broaden its scope by 

attracting three IJRGs, the Network Dynamics 

Group headed by Marc Timme, the Group of 

Nonlinear Dynamics and Arrhythmias of the 

Heart led by Stefan Luther, and the recently 

established group of Björn Hof for the Onset 

of Turbulence and Complexity. Another inde-

pendent junior research group was created by 

the Department of Nonlinear Dynamics in the 

BCCN Göttingen (Alexander Gail) and is pres-

ently hosted by the German Primate Center 

(DPZ) in Göttingen for practical reasons. The 

institute also has increased the number of its 

independent junior fellows; there are current-

ly three Bernstein Fellows associated with the 

Department of Nonlinear Dynamics and one 

Bernstein Fellow associated with the Depart-

ment of Fluid Dynamics, Pattern Formation, 

and Nanobiocomplexity. These fellows at the 

advanced postdoctoral level can define their 

own research program and profit from vary-

ing collaborations. They were all appointed in 

competitive selection processes.

The institute had to cope with an increasing 

demand on laboratory and office space. It is 

presently divided into three separate locations. 

The departments of Theo Geisel, Stephan Her-

minghaus, part of Eberhard Bodenschatz‘s de-

partment, and two independent junior research 

groups are located at the original campus of 

the MPI for Fluid Dynamics close to downtown 

Göttingen. The IJRG of Stefan Luther is host-

ed in the building of the MPI for Experimen-

tal Medicine, providing it with the proximity to 

its medical partners. Another part of Eberhard 

Bodenschatz‘s department is accommodated 

at the Max Planck Institute for Biophysical 

Chemistry adjacent to the site where the first 

part of our new building is already completed. 

This includes the experimental hall, which ac-

commodates the turbulence wind tunnel and 

other fluid dynamics experiments, a computa-

tional facility, and a clean room. The latter is 

instrumental for many of the microfluidic and 

nanoscale experiments, which are planned in 

the near future. The second and main part of 

the new building will provide space for all de-

partments and service groups and is scheduled 

for completion in 2010. It will reunite the insti-

tute in stimulating vicinity of the Max-Planck 

 Institute for Biophysical Chemistry and the 

University Campus. 

Göttingen, January 2008

Theo Geisel, Eberhard Bodenschatz, Stephan Herminghaus
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Department of Nonlinear Dynamics

The Department of Nonlinear Dynamics 

is the theory department of the Institute. Its 

research is motivated by such questions as: 

How do the neurons in our brain cooper-

ate when we perceive an object or perform 

a task? How does the dynamics of such net-

works depend on their topology? What are 

the general principles governing the forma-

tion of patterns and neuronal representations 

in the cortex? What are the dynamical proper-

ties of mesoscopic systems and how can they 

be described semiclassically? Are there statis-

tical principles underlying human travel and 

can they be used to forecast the geographical 

spread of epidemics?

These questions typically address the com-

plex dynamics of spatially extended or mul-

ticomponent nonlinear systems which still 

hold many surprises. As an example, we 

found unstable attractors in networks of spik-

ing neurons, a phenomenon which would 

neither have been guessed nor understood 

without mathematical modelling and which 

many physicists consider an oxymoron. They 

have a full basin of attraction, but due to their 

unstable character they allow the network to 

switch easily and rapidly between different at-

tractors under external stimulation. They may 

play a functional role in the central nervous 

system by providing it with a high degree of 

flexibility in order to respond to frequently 

changing tasks.

The example illustrates the need and the 

role of mathematical analysis for the under-

standing of complex systems in nature. The 

concepts and methods developed previously 

in nonlinear dynamics and chaotic systems 

can now help us clarify the dynamics and 

function of spatially extended and multicom-

ponent natural systems. On the other hand, 

rigorous mathematical analysis of the dynam-

ics of such systems often cannot rely on main-

stream recipes but poses new and substantial 

challenges. In particular, neural systems ex-

hibit several features that make them elude 

standard mathematical treatment: The units 

of the network e.g. communicate or interact 

at discrete times only and not continuously 

as in many-body theory in physics. There are 

significant interaction delays, which make 

the systems formally infinite-dimensional. 

 Complex connectivities give rise to novel 

multi-operator problems, for which we have 

devised new methods based on graph theory 

so as to obtain rigorous analytic results.

We have also previously applied graph theory 

in our work on quantum chaos. Similarly we 

used random matrix theory not only in quan-

tum mechanical systems, but also for the sta-

bility matrices of synchronized firing patterns 

in disordered neural networks. Neuronal spike 

trains may be considered as stochastic point 

processes and so may energy levels of quan-

tum chaotic systems. This list demonstrates 

to which extent cross-fertilization among our 

various areas of research is possible; in fact, 

it has often been substantial for our progress. 

The scientists of this department feel that the 

breadth of existing research activities and the 

opportunity of intense scientific exchange are 

key prerequisites for the success of our work. 

These features are also important for estab-

lishing and sustaining a culture of analytic 

rigor in theoretical studies which attempt to 

work in proximity to biological experiments. 

Theo Geisel

Research Units



Theoretical studies of complex systems are 

scientifically most fruitful when analytical 

 approaches to mathematically tractable and 

often abstract models are pursued in close 

conjunction with comprehensive computa-

tional modeling and advanced quantitative 

analyses of experimental data. The depart-

ment thus naturally has a strong background 

in computational physics and operates con-

siderable computer resources. Research for 

which this is essential besides the network 

dynamics mentioned above includes e.g. 

studies of pattern formation in the developing 

brain, the dynamics of spreading epidemics, 

and transport in mesoscopic systems.

The Department of Nonlinear Dynamics was 

created by the Max Planck Society in 1996, 

when the focus of the institute was on meso-

scopic systems. With the opening of two new 

experimental departments in the institute 

in 2003 this focus has changed; our group is 

therefore shifting its accents and tackling new 

subjects in the interest of a coherent research 

program. Besides, this department has initi-

ated and hosts the federally (BMBF) funded 

Bernstein Center for Computational Neuro-

science Göttingen, in which it cooperates 

with advanced experimental neuroscience 

labs in Göttingen. With the help of this fund-

ing the department has created the positions 

of Bernstein Fellows, independent junior 

fellows who can define their own research 

program and profit from varying collabora-

tions. Our group is closely connected with the 

 Faculty of Physics, it is financed to a large part 

by the Max Planck Society and to a smaller 

part by the University of Göttingen through its 

 Institute for Nonlinear Dynamics. 

Prof. Dr. Theo Geisel
studied Physics at the Universities of Frank-
furt and Regensburg, where he received 
his doctorate in 1975. After postdoctoral 
research at the MPI for Solid State Research 
in Stuttgart and at the Xerox Palo Alto Re-
search Center he became Heisenberg Fellow 
in 1983. He had appointments as Professor 
of Theoretical Physics at the Universities 
of Würzburg (1988-1989) and Frankfurt 

(1989-1996), where he also acted as a 
chairperson of the Sonderforschungsbereich 
Nichtlineare Dynamik before becoming 
director at the MPI for Fluid Dynamics (now 
MPI for Dynamics and Self-Organization) 
in 1996. He also teaches as a full professor 
in the Faculty of Physics of the University 
of Göttingen; he initiated and heads the 
 Bernstein Center for Computational  
Neuroscience Göttingen.

Dr. Dirk Brockmann
studied theoretical physics at Duke Univer-
sity, NC and the Georg-August-University of 
Göttingen where he received his Diploma 
in the Institute for Theoretical Physics under 
the supervision of Reiner Kree in 1995. In 
1996 he joined the Department of Nonlin-
ear Dynamics and received his PhD in 2003 
where he now leads a group of 6 students. 
In the fall of 2007 he was appointed Associ-

ate Professor for Complexity in the Depart-
ment of Engineering Sciences and Applied 
Mathematics and the Northwestern Institute 
for Complex Systems at Northwestern 
 University. He will join the faculty at  
Northwestern in summer 2008.

Nonlinear Dynamics
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Dr. Ragnar Fleischmann 
studied physics at the Johann-Wolfgang-
Goethe University in Frankfurt am Main and 
received his PhD in 1997. The thesis was 
awarded the Otto-Hahn-Medal of the Max-
Planck-Society. From 1997 to 1999 he was 
Postdoc in the group of Theo Geisel at the 
Max-Planck-Institut für Strömungsforschung 
and from 1999 to 2000 in the group of Eric 
Heller at Harvard University. Since 2000 he 

works as a scientific staff member in the 
Department for Nonlinear Dynamics and as 
deputy institute manager of the  
Max-Planck-Institute for Dynamics and  
Self-Organization.

Dr. Denny Fliegner
studied physics at the University of Heidel-
berg and received his doctoral degree in the-
oretical particle physics in 1997. From 1997 to 
2000 he was a Postdoc at Karlsruhe Universi-
ty working on parallel computer algebra and 
symbolic manipulation in high energy phys-
ics. He joined the group of Theo Geisel at the 
 Max-Planck-Institut für Strömungsforschung 
as an IT coordinator in 2000.

Dr. J. Michael Herrmann 
studied mathematical physics and computer 
science at the University of Leipzig where he 
obtained his doctorate with a thesis on arti-
ficial neural networks. He did postdoctoral 
research at NORDITA (Copenhagen), RIKEN 
(Wako) and the Max-Planck-Institut für Strö-
mungsforschung before becoming Assis-
tant Professor at the Institute for Nonlinear 
Dynamics of the University of Göttingen and 

adjunct scientist at the Max Planck Institute 
for Dynamics and Self-Organization. He is a 
founding member and principal investiga-
tor of the Bernstein Center for Computa-
tional Neuroscience Göttingen as well as a 
member of the Center of Informatics at the 
University of Göttingen. In 2008 he starts 
working as a Lecturer at the University of 
Edinburgh.

Dr. Tsampikos Kottos
received his PhD in theoretical solid-state phys-
ics from the University of Crete in 1997. In 1997 
he received a US European Office of Air Force 
Research and Development Fellowship. In the 
same year, he received the Feinberg Fellow-
ship and joined the Quantum Chaos group 
of U. Smilansky at the Weizmann Institute of 
 Science, Israel. In 1999 he moved to Germany 
as a postdoctoral research fellow in the group 

of T. Geisel at the MPI for Dynamics and Self-
Organization in Göttingen. In 2005 he has 
become an Assistant Professor at Wesleyan Uni-
versity, USA. He continues working with a part-
time appointment as an adjunct scientist in the 
Department of Nonlinear Dynamics. Dr. Kottos 
was recently awarded the 2006 International 
Stefanos Pnevmatikos Award given biannually 
to outstanding young researchers in the field of 
nonlinear phenomena.

Research Units
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Dr. Holger Schanz
studied physics at the Technical University of 
Dresden and graduated in 1992. He worked 
towards his PhD in the groups of Werner 
Ebeling (Humboldt University Berlin) and 
Uzy Smilansky (The Weizmann Institute of 
Science, Rehovot, Israel) and received his 
doctorate from the Humboldt University 
in 1996. After two years as a Postdoc at the 
Max Planck Institute for Physics of Complex 

Systems in Dresden, he joined the group 
of Theo Geisel at the Max-Planck-Institut 
für Strömungsforschung in Göttingen. He 
was Assistant Professor at the Institute for 
Nonlinear Dynamics of the University of 
Göttingen, and adjunct scientist at the Max 
Planck Institute for Dynamics and Self-
 Organization. In November 2006 he left 
academia to work as a consultant in  
mathematical finance.

Dr. Fred Wolf
studied physics and neuroscience at the 
University in Frankfurt, where he received 
his doctorate in theoretical physics in 1999. 
After postdoctoral research at the MPI für 
Strömungsforschung (Göttingen) and the 
Interdisciplinary Center for Neural Computa-
tion of the Hebrew University of Jerusalem 
(Israel), he became a research associate at the 
MPI für Strömungsforschung in 2001. Since 

2001 he spent various periods as a visiting 
scientist at the KITP (Santa Barbara, USA). In 
2004 he became head of the research group 
of Theoretical Neurophysics at the MPIDS. He 
is a founding member of the Bernstein Center 
for Computational Neuroscience Göttingen 
and faculty member of several Physics and 
Neuroscience PhD programs at the University 
of Göttingen and of the International Max 
Planck Research School Neurosciences.

Research Group Theoretical Neurophysics
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Dr. Annette Witt
studied mathematics at the Humboldt-
 University Berlin and received her doctorate 
in theoretical physics from the University of 
Potsdam in 1996. Her thesis was awarded 
the Otto-Hahn-Medal of the Max Planck 
Society. Annette worked as a postdoctoral 
researcher at the University of Potsdam, the 
Istituto Nationale di Ottica Applicata 
(Florence, Italy), the GeoResearch Center 

Potsdam, the Environmental Change 
Research Centre (London, U.K.) and King‘s 
College London. She has recently joined the 
Department of Nonlinear Dynamics of the 
MPIDS where she develops statistical tools 
for time series analysis with applications to 
neuroscience.

The Research Group Theoretical Neurophysics was estab-

lished in 2004 by the appointment of Fred Wolf on the asso-

ciate professor level (W2) by the President of the Max Planck 

Society. Wolf’s Group is an integral part of the Department 

of Nonlinear Dynamics and studies theoretical neuroscience 

problems from the dynamics of neuronal encoding in single 

neurons to the self-organization of large-scale networks in 

the brain. It comprises researchers with backgrounds most-

ly in theoretical physics and closely collaborates with ex-

perimental neuroscience laboratories at Duke and Carnegie 

Mellon University (USA), the Hebrew University (Israel) 

and the Universities of Göttingen and Jena. It is supported 

by the Human Frontier Science Program, the German Israeli 

Research Foundation and the BMBF.

Nonlinear Dynamics



Dr. Fabian Theis
obtained MSc degrees in mathematics 
and physics in 2000 at the University of 
Regensburg. He received a PhD degree in 
physics from the same University in 2002 
and a PhD in computer science from the 
University of Granada in 2003. Thereafter he 
headed the Signal Processing & Information 
Theory group at the Institute of Biophysics 
in Regensburg and joined the MPIDS and 

BCCN Göttingen as a Bernstein Fellow in 
2006. He accepted an offer to head the Com-
putational Modeling in Biology group at the 
Institute of Bioinformatics of GSF, Munich in 
2007 and continues working part-time as a 
Bernstein Fellow at the MPIDS.

Dr. Tzvetomir Tzvetanov 
studied physics at the Université Louis 
Pasteur (ULP, Strasbourg, France) and the 
University of Manchester (UK). He received 
an M.Sc. in physics in 1998 and a PhD in 
neuroscience in 2003 from the Université 
Louis Pasteur. From 2004 to 2007 he has 
been a postdoctoral researcher at the 
German Primate Center in Göttingen. He 
became a Bernstein Fellow in the Max Planck 

Institute for Dynamics and Self-Organization 
and the Bernstein Center for Computational 
Neuroscience Göttingen in 2007.

Research Units
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Dr. Babette Dellen
studied physics at the University of Cologne, 
Germany, and at Washington University 
in St. Louis, USA.  She received a Diplom 
in theoretical physics in 2001 (University 
of Cologne) and a doctorate in physics in 
2006 (Washington University in St. Louis). 
In 2006, she joined the Bernstein Center for 
Computational Neuroscience, Göttingen, 
as a postdoctoral researcher.  She became a 

Bernstein Fellow in the Max Planck Institute 
for Dynamics and Self-Organization in 
 January 2008.

Dr. Armin Biess
studied physics at the Universities of Ulm 
and Heidelberg with major interest in 
theoretical physics. He received a doctor-
ate in Applied Mathematics in 2004 from 
the Weizmann Institute of Science, Israel, 
and conducted postdoctoral research in the 
Mathematics Department of this institute. In 
January 2008 he joined the Max Planck Insti-
tute for Dynamics and Self-Organization and 

Bernstein Center for Computational Neuro-
science Göttingen as a Bernstein Fellow.

Bernstein Fellows



We investigate mechanisms of self-organization 

and self-assembly by studying selected com-

plex fluid model systems. Our interest ranges 

from fundamental aspects of dissipative col-

lective behavior to the physics of prototype 

bio-systems. Consequently, a wide scope of 

methods is employed including analytical sta-

tistical theory, advanced simulation tools and 

cutting edge experimental techniques. What 

is most intriguing to us is the question wheth-

er there are general common ‘principles‘ be-

hind the various instances of structure forma-

tion and emergence in open systems. 

On the fundamental side, wet granular ma-

terials have proved to be versatile model 

systems for studying collective behavior in 

systems violating detailed balance on the mi-

croscopic level. Their particular charm is their 

being right at the border triangle of interfaces, 

complex fluids, and systems far from thermal 

equilibrium, thereby rejoining fields of exper-

tise of different subgroups of the department. 

On the complex side, biological matter and 

bio-systems are the most intricate systems 

we are studying, but we concentrate on those 

which are simple enough to be described by 

physical and physico-chemical principles. 

This includes the dynamics of actin filaments 

in microchannels, the gelation of thrombin/­

fibrinogen systems, the self-assembly of 

DNA/­poly-electrolyte systems, and the hydro-

dynamics of microbial behavior on the mo-

lecular scale.

Other projects are spanning the range from 

complex soft interfaces to the generation of 

artificial micro- and nano-devices, which play 

important roles as building blocks of the sys-

tems mentioned above. It is this range, be-

tween fundamentals and bio-systems, which 

has seen the largest productivity in patent dis-

closures in the last two years. These projects, 

which are mainly concerned with the devel-

opment of unconventional concepts in micro-

fluidic systems, are strongly fertilized by the 

insight we gain in non-equilibrium systems, 

and pushed by the need for soft manipulation 

techniques for our bio-related projects. 

Recently, there have been substantial fluc-

tuations in our personnel. Holger Stark has 

taken a chair for theoretical physics at the TU 

Berlin, and Ralf Seemann has received a pro-

fessorship at the Saarland University. Jürgen 

Vollmer has joined the group, strengthening 

our theoretical activities in the field of physics 

far from thermal equilibrium. With the new 

CARS setup run by Kristian Hantke, which 

enables material specific confocal microscopy 

without flourescence staining, the department 

substantially widens its spectrum of available 

microscopy techniques. 

Department of Dynamics of Complex Fluids

Stephan Herminghaus
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Prof. Dr. Stephan Herminghaus
received a PhD in Physics from the University 
of Mainz in 1989. Postdoctoral stay at the 
IBM Research Center in San Jose, California 
(USA), in 1990 . Habilitation at the Universi-
ty of Konstanz in 1994. Head of an indepen-
dent research group at the MPI for Colloids 
and Interfaces, Berlin, from 1996 until 1999. 
Full professor at the University of Ulm from 
1999 until 2003. Since 2003 Director at the 

MPI for Dynamics and Self-Organization, 
Göttingen. Since 2005, additional appoint-
ment as an adjunct professor at the Univer-
sity of Göttingen. Appointed as Professeur 
Invité at Université Paris VI for the winter 
term 2006/7.

Dynamics of Complex Fluids



Dr. Christian Bahr 
studied Chemistry at the Technical University 
Berlin and received his PhD in 1988. Research 
stays and postdoctoral work took place at the 
Raman Research Institute (Bangalore, India) 
and the Laboratoire de Physique des Solides 
of the Université Paris-Sud (Orsay, France). 
After his Habilitation for Physical Chemistry 
at the Technical University Berlin in 1992, he 
moved 1996 to the Physical Chemistry Insti-

tute of the University Marburg as a holder 
of a Heisenberg-Fellowship. 2001-2004 he 
worked as a software developer in industrial 
projects. In 2004 he joined the group of 
Stephan Herminghaus at the MPI for Dynam-
ics and Self-Organization. Research topics 
comprise experimental studies of soft matter, 
especially thermotropic liquid crystals, phase 
transitions, structures of smectic phases, thin 
films, interfaces and wetting. 

Dr. Martin Brinkmann 
studied Physics and Mathematics at the Free 
University of Berlin between 1990 and 1998 
where he received his Diploma in Physics. After 
an internship at the Dornier Labs (Immen-
staad, Lake Constance) in 1999 he joined the  
theory group of Prof. Reinhard Lipowsky at 
the MPI of Colloids and Interfaces (Potsdam, 
Germany) to work on wetting of chemically 
patterned substrates. In 2003 he received his 

doctorate from the University of Potsdam. 
During a postdoctoral stay in the Biological 
Nanosystems Group at the Interdisciplinary 
Research Institute in Lille (France) he explored 
wetting of topographic substrates as a possible 
way to manipulate small liquid droplets.  Since 
the beginning of 2005 he investigates wetting 
of regular and random geometries in the 
department Dynamics of Complex Fluids at the 
MPI for Dynamics and Self-Organization.   

Dr. Manfred Faubel 
Physics studies at the University of Mainz 
(diploma 1969), and in Göttingen (PhD in 
1976). Postdoctoral stays at the Lawrence 
Berkeley Laboratory, 1977, and in Okasaki 
at the Institute for Molecular Sciences in 
Japan, 1981. Employed by the MPI für 
Strömungsforschung since 1973. Molecular 
beams studies of rotational state resolved 
scattering cross sections for simple bench-

mark collision systems, such as Li+-H2 , He-N2 
and for reactive F-H2 scattering. Since 1986 
exploration of the free vacuum surface of liquid 
water microjets. Photoelectron spectroscopy of 
aqueous solutions with synchrotron radiation 
at BESSY/Berlin (1999 to present), and, by laser 
desorption mass spectrometry of very large 
ions of biomolecules from liquid jets in vacuum 
(in a collaboration with MPI-BPC).

Dr. Kristian Hantke
started his Physics study at the Philipps-
 University Marburg in 1996 and received the 
Bachelor of Science in Physics at the UMIST, 
Manchester in 2000 after an Erasmus intern-
ship. In 2001 he joined the semiconductor-
physics group of Prof. W. Rühle in Marburg, 
where he worked on the optical proper-
ties of dilute III-V nitrides. He received his 
Diploma in 2002 and his PhD in Physics in 

2005. After studying the optical injection 
of spin currents during a post-doctoral stay 
at the Philipps-University in Marburg he 
joined the group of Prof. S. Herminghaus at 
the MPI for Dynamics and Self-Organization 
in 2007. As technical laboratory assistant 
he is responsible for the operation of a new 
CARS setup in combination with a confocal 
microscope.
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Dr. Thomas Pfohl
studied Chemistry at the Johannes-Guten-
berg University, Mainz, and received his 
doctorate in Physical Chemistry from the 
University of Potsdam in 1998. After his post-
doctoral research at the Materials Research 
Laboratory, University of California, Santa 
Barbara, from 1998 to 2000, he became 
a research assistant at the Department of 
Applied Physics at the University of Ulm 

from 2000 until 2004. In 2001 he received a 
research funding to lead his  
“Independent Emmy Noether Junior 
Research Group” by the DFG. Since 2004 
he is project leader “Biological Matter in 
Microfluidic Environment” at the Depart-
ment “Dynamics of Complex Fluids” at the 
Max-Planck-Institute of Dynamics and  
Self-Organization.

Prof. Dr. Ralf Seemann
studied physics at the University of Konstanz 
where he received his diploma in 1997. The 
diploma work was carried out at the MPI of 
Colloids and Interfaces in Berlin-Adlershof. 
He received his doctorate in 2001 from the 
University of Ulm where he experimentally 
studied wetting and rheological properties 
of complex fluids. In 2003 he received the sci-
ence award of Ulm. During a stay as postdoc-

toral researcher at the University of California 
at Santa Barbara, he explored techniques to 
structure polymeric materials on the micro- 
and nano-scale. Since 2003 he is a group lead-
er at the MPI for Dynamics and Self-Organiza-
tion, Göttingen. Ralf Seemann was appointed 
as professor at the Saarland University in 2007. 
Among others he is concerned with wetting of 
topographic substrates, wet granular media, 
and discrete microfluidics.

Dr. Habil. Jürgen Vollmer
studied physics at the University of Utrecht (NL). 
In 1990 he joined Prof. Harri Thomas group at 
the Universität Basel (CH), where he worked 
on applications of transient chaos, and became 
interested in the phase behaviour and kinetic 
properties of microemulsions. He pursued 
postdoctoral studies on the foundations of 
statistical transport theory and on the kinetics 
of complex fluids in Essen, Brussels and Mainz, 

where he was a Schloessmann research fellow of 
the MPG from 2001-2002. In 2003 he joined the 
AG Komplexe Systeme at the Philipps Universität 
Marburg, and since April 2007 he is a member 
of the department Dynamics of Complex Fluids 
at the MPIDS. In 2001 Jürgen Vollmer obtained 
his habilitation in Theoretical Physics from the 
University of Essen, and he was head of the AG 
Komplexe Systeme in Marburg in the academic 
year 2004/05. 
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apl. Prof. Dr. Folkert Müller-Hoissen
received his doctorate in theoretical physics 
from the University of Göttingen in 1983. 
After postdoc positions at the MPI for Physics 
in Munich and the Yale University in New 
Haven, USA, he returned to the University of 
Göttingen as a Wissenschaftlicher Assistent, 
passed the Habilitation in 1993 and became 
a Privatdozent. Since 1996 he carries on his 
research in mathematical physics at the MPI.

Associated Scientist

Dynamics of Complex Fluids



The self-organization of complex systems 

impacts all levels of our everyday lives. The 

complexity of these systems should not be 

mistaken for the meaning of the word “com-

plicated”, but rather reflects the robust prop-

erties of a system that emanate from its highly 

nonlinear properties. The dynamics of com-

plex systems is prescribed by a set of external 

parameters and by the fact that they are not in 

equilibrium – they only function when energy 

is ‘consumed’, i.e., used and dissipated as 

heat. The behavior itself can range from be-

ing well structured to highly disordered. Due 

to the nonlinearities, small changes in param-

eters can lead to a complete change in struc-

ture and dynamics. This can be most easily 

seen, for example, in the biology of a cell, 

where the expression of a few molecules can 

alter the behavior of a cell with, sometimes 

dire, consequences to the whole organism. 

Although different in detail, the temporal and 

spatial structure of many systems can often 

be described by general principles. 

It is the topic of the Laboratory of Fluid Dy-

namics, Pattern Formation and Nanobiocom-

plexity (LFPN) to uncover and understand 

these principles. In our approach we are re-

lying heavily on methods from the fields of 

nonlinear dynamics, pattern formation, and 

non-equilibrium statistical mechanics. The 

laboratory has two groups: one is led by the 

Scientific Director Eberhard Bodenschatz and 

the other on Cardiac Dynamics by the Inde-

pendent Junior Research Group Leader Stefan 

Luther. The independent research group was 

established in the summer of 2007 by posi-

tions and startup funds from LFPN.

The topics of research of LFPN are focused on 

well-defined problems in the physics of fluid 

dynamics and of cell biology. We investigate 

experimentally and theoretically pattern for-

mation, spatiotemporal chaos, and turbu-

lence in thermal convection. In collaboration 

with researchers from the International Col-

laboration for Turbulence Research (ICTR.eu) 

we study particle dynamics in the fully devel-

oped turbulence of simple and complex fluids 

with its implication to fundamental theories, 

but also to practical issues like turbulent mix-

ing and transport.

A highlight of the year 2008 is the newly es-

tablished Göttingen Turbulence Facility. In 

biological physics we are especially interested 

in the spatio-temporal dynamics of intracel-

lular and intercellular processes. At the level 

of a cell we conduct experiments using micro-

fluidic devices to probe and to understand 

quantitatively the dynamics of intracellular 

molecular networks involved in chemotaxis. 

At the level of cells to the whole organ, we 

are studying the complex dynamics of cardiac 

fibrillation and its control. 

Our research has been and will continue to be 

truly interdisciplinary from engineering, ma-

terial science, geophysics, and applied math-

ematics, to chemistry, biology, and medicine. 

The research of LFPN is connecting seamless-

ly to that of the other two Departments, of the 

three Independent Junior Research Groups, 

and of the Max-Planck-Fellow. 

Department of Fluid Dynamics, Pattern Formation 
and Nanobiocomplexity
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Eberhard Bodenschatz 



Prof. Dr. Eberhard Bodenschatz 
was born on April 22, 1959 in Rehau. He 
received his doctorate in theoretical physics 
from the University of Bayreuth in 1989. In 
1991, during his postdoctoral research at the 
University of California at Santa Barbara, he 
received a faculty position in experimental 
physics at Cornell University. From 1992 
until 2005, during his tenure at Cornell he 
was a visiting professor at the University 

of California at San Diego (1999-2000). In 
2003 he became a Scientific Member of the 
Max Planck Society and an Adjunct Director 
(2003-2005)/ Director (since 2005) at the 
Max Planck Institute for Dynamics and Self-
Organization. He continues to have close 
ties to Cornell University, where he is Ad-
junct Professor of Physics and of Mechanical 
and Aerospace Engineering (since 2005).

Prof. Dr. Carsten Beta
Carsten Beta studied Chemistry at the 
Universities of Tübingen and Karlsruhe and 
at the Ecole Normale Supérieure in Paris 
(France). In 2001, he joined the Department 
of Gerhard Ertl at the Fritz Haber Institute of 
the Max Planck Society in Berlin and in 2004 
received his doctorate in Physical Chemistry 
from the Free University Berlin. He then 
moved to the US as a postdoctoral research 

fellow in the group of Eberhard Bodenschatz 
at Cornell University and as a visiting 
 scientist at the University of California at San 
Diego. Since 2005 he was a group leader at 
the Max Planck Institute for Dynamics and 
Self-Organization in Göttingen and recently 
became a Junior Professor for Biological 
Physics at the University of Potsdam.
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Dr. Gregory Bewley 
received his bachelor’s degree from Cornell 
University in mechanical engineering in 
2000. He was awarded a PhD from Yale Uni-
versity in 2006 for observing inertial waves 
in rotating turbulence using liquid helium, 
and for discovering how to visualize quan-
tized vortices in superfluid helium, while 
under the supervision of professor  
K.R. Sreenivasan. He continued these 

 experimental investigations as a post doc at 
the University of Maryland, before joining 
the Max Planck Institute for Dynamics and 
Self-organization in 2007.

Dr. Azam Gholami 
received her BSc from Sharif University 
in Tehran and her MSc from Institute for 
advanced studies in Basic Sciences (IASBS), 
in Zanjan, Iran. In 2003, she started her 
graduate work in Physics at Hahn-Meitner 
Institute (Berlin) working with Prof. E. Frey 
studying polymer physics and modelling cell 
motility, receiving her degree in 2007 from 
Ludwig-Maximilian-Universität of München. 

In January 2008, she joined the Bodenschatz 
group in Max-Planck Institute for Dynamics 
and Self-Organization as a post-doctoral 
research associate to work on actin filament 
dynamics at oil-water interface.

Fluid Dynamics, Pattern Formation and Nanobiocomplexity



Dr. habil Holger Nobach 
received his doctorate in electrical engi-
neering from the University of Rostock in 
1997. During his postdoctoral research, 
between 1998 and 2000 on an industrial 
research program with Dantec Dynamics in 
Copenhagen and between 2000 and 2005 
at the Technical University of Darmstadt, he 
developed measurement techniques for flow 
investigations. 

Since 2005 he is a scientist at the Max 
Planck Institute for Dynamics and Self-
 Organization, at the Cornell University 
and Göttingen. In 2007 he habilitated at 
the University of Darmstadt. He works on 
 experimental investigation of turbulent 
flows with improved and extended optical 
measurement systems.

Research Units
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Dr. Stefan Luther
Stefan Luther received his doctorate in 
experimental physics from the University of 
Goettingen in 2000. From 2001 – 2004 he 
was a research associate at the University 
of Enschede, The Netherlands, where he 
worked on turbulent multiphase flow. From 
2004 - 2007 he was visiting scientist at Cor-
nell University, Ithaca NY, USA and research 
group leader at the Max Planck Institute for 

Dynamics and Self-Organization. Since 2007 
he is Independent Junior Research Group 
Leader. 

Gisa Luther 
studied physics at the Universities of Han-
nover and Oldenburg and graduated in 
1996. From 1997 to 2001, she worked for Bull 
GmbH in Langen near Frankfurt as assistant 
project manager in software engineering 
and system integration. In 2002, she joined 
WestLB Systems GmbH in Muenster as proj-
ect manager in software engineering. Since 
2004, she has been working as scientific 

staff member at the Max Planck Institute for 
Dynamics and Self-Organization and visiting 
scientist at Cornell University, Ithaca NY, 
USA.

Dr. Mathieu Gibert
received his M.D. (2004) and Ph.D (2007) in 
Physics from the Ecole Normale Supérieure 
in Lyon (France). During his Ph.D he intro-
duced the new and promising experimental 
configuration of Turbulent Thermal Convec-
tion in a vertical channel and was involved 
in the first Lagrangian measurements of 
temperature, velocity and local heat flux 
in the classical Rayleigh-Bénard turbulent 

flow (“smart particle” project). In October 
2007 he became a member of the MPI for 
Dynamics and Self-Organization, and joined 
the Bodenschatz group as a post-doctoral 
research associate. He is now working on 
experimental techniques (Eulerian and La-
grangian) to retrieve velocity and accelera-
tion and will focus on the effects of particle 
size and density on their motion in the 
context of fully developed turbulent flows.



Dr. Walter Pauls
received his M.D. (2003) from the Univer-
sity of Bielefeld and Ph.D (2007) in Physics 
from the University of Nice-Sohia Antipolis 
(France). His dissertation work dealt with 
singularities of incompressible inviscid 
flows. In October 2007 he became a mem-
ber of the MPI for Dynamics and Self-Orga-
nization, joining the Bodenschatz group as a 
post-doctoral research fellow.

Dr. Gabriel Seiden
Born in Haifa, Israel. Earned his B.A. degree 
in physics in 2000 from the Technion-Israel 
Institute of Technology, where he also 
 studied for his direct-track PhD in physics. 
His dissertation theme was the phenome-
non of pattern formation in rotating suspen-
sions. He is currently a postdoc researcher 
working with Eberhard Bodenschatz at 
the Max Planck Institute for Dynamics and 

Self-Organization. His current research is on 
topologically and optically induced spatial 
forcing in thermal convection experiments.
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Dr. Mireia Torralba Cuello
received her Ph.D in Physics from Universitat 
de Barcelona (Spain) in 2007. During her 
Ph.D she performed an experimental study 
of the oscillatory flow  of a Newtonian and a 
non Newtonian fluid. She also characterized 
lateral instabilities in Saffman-Taylor fingers 
subjected to different perturbations. She 
joined the group of professor Bodenschatz 
in the MPI for Dynamics and  

Self-Organization as a postdoctoral research 
associate in September 2007. She is currently 
working on turbulent flow and rheological 
characterization of dilute polymeric  
solutions.

Dr. Haitao Xu 
received his Ph.D in Mechanical Engineering 
from Cornell University in 2003. His disser-
tation work is on collisional granular flows. 
In September 2003, he joined Eberhard 
Bodenschatz group as a post-doctoral 
 research associate in the Laboratory of 
Atomic and Solid-State Physics at Cornell 
University and worked on experimental in-
vestigation of fluid turbulence. Since August 

2006 he is a scientist at the Max Planck  
Institute for Dynamics and Self-
 Organization, Göttingen.

Fluid Dynamics, Pattern Formation and Nanobiocomplexity



Dr. Andreas Neef 
received his Diploma in physics in 2000 from 
the University of Jena, Germany. He joined 
the MRC Laboratory of Molecular Biology, 
Cambridge (UK) as a visiting scientist to 
work on retinal neurons and then went on 
to do his PhD at the Research Centre Jülich, 
Germany, where he received his doctorate 
from Cologne University in 2004. After being 
a postdoctoral researcher at the Institute 

for Biological Information Processing I in 
Jülich (2004) and at the Bernstein Center for 
Computational Neuroscience, Göttingen he 
became a Bernstein Fellow associated with 
the Department of Fluid Dynamics, Pattern 
Formation, and Nanobiocomplexity in 2006.

PD Dr.Reinhard Schinke 
received his doctorate in theoretical physics 
from the University of Kaiserslautern in 1976. 
After a one year postdoctoral position at the 
IBM research laboratory in San Jose (Cal.) 
he took a position at the MPI für Strömungs-
forschung in the department for Atomic and 
Molecular Interactions in 1980.
He received his habilitation in  theoretical 
chemistry from the Technical University of 

Munich in 1988. His research centers around 
the understanding of elementary processes 
in the gas phase like chemical reactions, 
photodissociation and unimolecular 
reactions. He is author of the monography 
“Photodissociation Dynamics‘‘ (Cambridge 
University Press, 1993) and received the 
Max-Planck research award in 1994 and the 
Gay-Lussac/Humboldt award in 2002.

Bernstein Fellow

Associated Scientist
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Many complex, multi-dimensional systems 

are organized as networks that are connected 

in a complicated way and exhibit non-trivial 

cooperative dynamics. Such systems are 

as diverse as networks of communicating 

nerve cells in our brains, millions of com-

puters wired up to the internet and socially 

interacting humans that pass information or 

viruses to each other. In the Network Dynam-

ics Group we investigate the fundamental 

principles underlying the connectivity struc-

tures of complex networks and their relation 

to the collective dynamics and functions that 

emerge.

Current research focuses on theoretical and 

computational neuroscience, where we try 

to answer whether and how networks of 

nerve cells that are strongly heterogeneous, 

exhibit a complicated wiring diagram, and 

often communicate over delayed pathways, 

can still exhibit spatio-temporal patterns of 

signals (spikes) that are precisely timed. In 

recent years, these spike patterns have been 

experimentally detected in various neuronal 

systems with unprecedented precision. They 

correlate with internal and external stimuli 

(events) and are thus considered key ele-

ments of neural computation and processing 

in the brain. Their dynamical origin, however, 

is unclear.

Addressing this open problem, we recently 

conceptualized and theoretically developed a 

reverse perspective onto network dynamical 

systems: Inverse methods not only yielded 

a way to determine the set of potential net-

works that exhibit a predefined spike pattern, 

they also proved useful for inferring, in gener-

al network dynamical systems, the connectiv-

ity structure of a network from its dynamical 

response properties. Other key problems of 

computational neuroscience studied include 

the coordination of spike times across net-

works, the plasticity of synaptic connections 

that induce adaptation and learning, and 

methods for the detection of timing relations 

between spikes of individual cells and collec-

tive signals (local field potentials) in experi-

mental data.

A second major field of research in the group 

is modern statistical physics, with emphasis 

not only on random matrix applications to 

network synchronization, but also on many-

particle systems with complex equilibria 

(where we study key questions of physics, as-

pects of graph theory, algebra and computa-

tion) and, established recently, fundamental 

aspects of large non-equilibrium systems as 

well as the dynamics of (human) contact pat-

terns in complex networks.

Last but not least, we intensively work on 

the mathematical foundations of basically all 

of the above-mentioned science questions. 

Whereas this is necessary to secure progress 

in the scientific problems addressed, mathe-

matical novelties that arise in this way are also 

worth studying in their own right. The new 

concept of Unstable Attractors that emerge in 

neural network models and an algebraic fea-

ture that arises from the Potts model of statis-

tical physics and is useful for symbolic com-

putation are important examples. The general 

mathematical perspective in fact constitutes a 

common basis for all of the problems investi-

gated in the group. 

Independent Junior Research Group  
Network Dynamics

Marc Timme
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Dr. Marc Timme 
studied physics at the University of Würzburg, 
Germany, at the State University of New York 
at Stony Brook, USA, and at the University of 
Göttingen, Germany. He received an MA in 
physics in 1998 (Stony Brook) and a doctorate 
in theoretical physics in 2002 (Göttingen). 
After working as a postdoctoral researcher at 
the Max Planck Institute for Dynamics and 
Self-Organization, Göttingen, from 2003, 

he was a research scholar at the Center of 
Applied Mathematics, Cornell University, 
USA, from 2005 to 2006. In October 2006 he 
became the head of the independent research 
group Network Dynamics of the Max Planck 
Society. He is a faculty member at the Georg 
August University School of Science (GAUSS)  
and a founding member of and a principal 
investigator at the Bernstein Center for Com-
putational Neuroscience (BCCN) Göttingen.

The Network Dynamics Group was estab-

lished in October 2006 by Dr. Marc Timme. It 

is funded by a grant of the Max Planck Society 

but we also secured a significant third-party 

funding by the German Ministry for Educa-

tion and Research (BMBF). As of 2008, the re-

search team consists of the group leader, two 

postdoctoral researchers, five doctoral stu-

dents, one Diploma student and one student 

assistant. The current ten-person research 

team is not only highly cross-disciplinary, 

with experience in neuroscience, medicine, 

physics and computer science, but also in-

ternationally assembled, with members com-

ing from Brazil, Canada, Germany, India and 

 Russia.

Dr. Dmitri Bibitchkov
studied physics at the Moscow Engineer-
ing Physics Institute, Russia, and at the 
University of Göttingen, Germany, and 
neurobiology at the Weizmann Institute 
of Science in Rehovot, Israel. He received a 
Diploma in physics in 2000 (Göttingen) and 
a PhD in neurobiology in 2006 (Rehovot).  
Since 2006 he is working as a postdoctoral 
researcher at the Max Planck Institute for 

Biophysical Chemistry. He is a fellow of 
the Bernstein Center for Computational 
Neuroscience (BCCN) Göttingen and an 
associate member of the independent 
research group Network Dynamics at the 
Max Planck Institute for Dynamics and Self-
 Organization.

Dr. Raoul-Martin Memmesheimer
studied physics at the Technical University 
Kaiserslautern, the Ludwig Maximilian 
University Munich and the Friedrich Schiller 
University Jena. He received his diploma in 
theoretical physics in 2004 with a thesis in 
gravitational theory at the FSU Jena. From 
2004 to 2007 he did his doctoral thesis on 
„Precise Spike Timing in Complex Neural 
Networks“ at the Max Planck Institute for 

Dynamics and Self-Organization and the 
Bernstein Center for Computational Neuro-
science Göttingen. He is now a postdoctoral 
researcher in the Network Dynamics Group.  
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Cardiac arrhythmias are the leading cause 

of morbidity and mortality in industrialized 

countries. They occur due to the complex in-

terplay of mechanical and electrical proper-

ties on the cellular, tissue, and organ levels. 

However, the detailed mechanisms of electro-

mechanical instabilities leading to arrhyth-

mias are not well understood – and thus ther-

apies for many heart rhythm disorders remain 

largely ineffectual. The key question remains: 

How are cardiac arrhythmias induced, sus-

tained, and eventually terminated? 

A comprehensive understanding of cardiac 

arrhythmias faces three major challenges. 

First, a theoretical model is needed that in-

corporates key features on all relevant spatial 

and temporal scales. A direct numerical simu-

lation of such a multi-scale system (e.g. for 

bifurcation analysis and control) is beyond 

available computing powers and therefore an 

efficient numerical approach is mandatory. 

Second, rapid progress in the development of 

modern imaging techniques for turbid biolog-

ical media provides a wealth of quantitative 

data. These data need to be systematically in-

tegrated into a meaningful knowledge of the 

complete system. Third, model evaluation 

and analysis is needed to validate the model’s 

performance and level of complexity, and to 

compare different models with each other 

and with measured data. Nonlinear dynamics 

provides a conceptual framework to address 

these challenges. 

The group is developing numerical models 

and experimental techniques to study cardiac 

dynamics on cellular, tissue, and organ level. 

Our experiments span a wide range of biologi-

cal complexity. We are developing and main-

taining cell cultures as a simplified but well-

defined model system. Merging techniques 

from cell biology and microfluidics will allow 

us to control the cellular environment and 

induce heterogeneities and anisotropies. In 

this system, we are studying the dynamics of 

phase singularities, their creation, interaction, 

and termination. 

On the other hand, we are studying numeri-

cally and experimentally the onset and termi-

nation of fibrillation in tissue and whole heart 

preparations. The termination of fibrillation 

is of paramount importance for clinical appli-

cations. At present the only effective therapy 

for treating fibrillation is an implantable defi-

brillator using cardioversion, which requires 

high-energy electric shocks that reset the en-

tire muscle. It is painful for the patient and 

can cause tissue damage. We are currently 

developing and validating a novel approach 

to terminate fibrillation using low-energy, 

pulsed, far-field stimulation. Our experimen-

tal in vitro results has demonstrated a high ef-

ficacy in terminating sustained AF. Using low 

energies, the method is expected to be pain-

less and not harmful to the tissue.

Cardiac arrhythmias are a highly interdisci-

plinary field of research entailing expertise 

in mathematics, physics, computer science, 

biology, physiology, and medicine. The group 

is collaborating with R.F. Gilmour Jr. (Cornell, 

NY), V. Krinsky (INLN, Nice), G. Hasenfuss, 

L. Maier und U. Parlitz (University of Göttin-

gen).

The group has been started in April 2007 by 

Dr. Stefan Luther in Göttingen.

Independent Junior Research Group  
Nonlinear Dynamics and Cardiac Arrhythmias

Stefan Luther
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Dr. Alexander Ahlborn
studied Physics at the Georg-August-
 University of Göttingen in the group of 
Prof. U. Parlitz. In Mai 2007 he received his 
Ph.D dealing with chaos control and chaos 
synchronization. In July 2007, he joined the 
group of Dr. Stefan Luther as a post-doctoral 
researcher at the Max-Planck-Institute for 
Dynamics and Self-Organization, Göttingen.

Gisa Luther 
studied physics at the Universities of Han-
nover and Oldenburg and graduated in 
1996. From 1997 to 2001, she worked for Bull 
GmbH in Langen near Frankfurt as assistant 
project manager in software engineer-
ing and system integration. In 2002, she 
joined WestLB Systems GmbH in Muenster 
as project manager in software engineer-
ing. Since 2004, she has been working as 

 scientific staff member at the Max Planck 
Institute for Dynamics and Self-Organization 
and visiting scientist at Cornell University, 
Ithaca NY, USA.

Dr. Stefan Luther
Stefan Luther received his doctorate in 
experimental physics from the University 
of Göttingen in 2000. From 2001–2004 he 
was a research associate at the University 
of Enschede, The Netherlands, where he 
worked on turbulent multiphase flow. From 
2004 - 2007 he was visiting scientist at Cor-
nell University, Ithaca NY, USA and research 
group leader at the Max Planck Institute for 

Dynamics and Self-Organization. Since 2007 
he is Independent Junior Research Group 
Leader. 
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The dynamics encountered in nonlinear 

 systems are often extremely complex and dis-

ordered. The probably most familiar and at 

the same time most relevant example is the 

turbulent motion of fluids. Turbulent and dis-

ordered flows arise on many different scales 

ranging from the formation of stars and gal-

axies to flows in the atmosphere, rivers and 

blood vessels. At a first glance the only way 

to approach such complex problems seems to 

look at statistical properties such as fluctua-

tions, mean profiles etc. 

When studying particular flows more closely 

one surprisingly finds that even in the highly 

nonlinear regime almost regular, recurring 

structures can be observed. Thus we can easi-

ly detect patterns when looking at clouds, 

ocean-waves or the surface of the sun. Why 

are we able to distinguish patterns despite the 

extremely large flow speeds and temperature 

gradients present? Is it possible to link such 

observations to the equations describing the 

system? Can we gain an understanding of tur-

bulence on a more fundamental level, going 

beyond a purely statistical one? These are key 

questions motivating our research.

Concepts from nonlinear dynamics are par-

ticularly useful to make progress in this di-

rection. Here a disordered system is viewed 

in terms of underlying unstable states which 

are exact solutions to the governing equa-

tions. Due to the instability of these states 

the system can never quite settle down onto 

a particular one of them. The complex behav-

iour observed then results from the system in 

turn being drawn towards individual states 

along their stable manifolds and eventually 

being repelled along the unstable direction 

before visiting the next one etc. In order to 

probe these ideas we are carrying out careful-

ly controlled experiments in a number of con-

figurations. We closely collaborate with theo-

retical and numerical groups at the Philipps 

Universität Marburg, LIMSI Paris, TU Delft 

and Georgia Tech.

In future we would like to exploit the new in-

sights we gained into the turbulent dynamics 

to control and relaminarize flows by manipu-

lating the relevant structures. In addition to 

traditional fluid systems we also study vis-

coelastic fluids where different phenomena 

prevail. Our studies here range from highly 

viscoelastic flows where a new dynamical 

mechanism (elastic turbulence) is encoun-

tered to dilute polymer solutions, which are 

known to substantially decrease the flow re-

sistance. By applying advanced velocity mea-

surement techniques that enable us to resolve 

velocity fields in full time resolution we hope 

to gain new insights into these problems.

The group has been started by Dr. Björn Hof 

in November 2007 and is currently in its ‘set-

ting up phase’. In March 2008 one postdoc and 

two PhD students will be joining the group.

Independent Junior Research Group  
Onset of Turbulence and Complexity 

Björn Hof
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Dr Alberto de Lozar
studied physics at the Universidad de Sevilla 
(Spain) finishing in 2001. During the last year 
of his studies he joined a research group at 
this University where he investigated numeri-
cally a model for catalyzed chemical reactions 
dynamics. In 2001 he got a PhD scholarship 
from the Graduiertenkollege “Non Equilib-
rium Phenomena and Phase Transitions in 
Complex Systems”. He received his PhD in 

physics from the Universitaet Bayreuth in 
2005. The title of his thesis was “Liquid crystal 
dynamics: defects, walls and gels”. In 2006 
he started his research in Fluid Mechanics 
as a Research Associate at the University of 
Manchester (UK). His investigations include 
carefully performed experiments combined 
with computer simulations. From 2008 he will 
start as a Research associate at the Max Planck 
Institute for Dynamic and Self-Organization.

Dr. Björn Hof
studied physics at the Universities of 
 Marburg and Manchester. He received his 
PhD in physics from the University of Man-
chester (UK) in 2001. From 2001 to 2003 he 
was a research associate at the University of 
Manchester where he studied transition to 
turbulence in pipe flow. From 2003 to 2005 
he continued his investigation of pipe flow 
as a research associate at the Delft Univer-

sity of Technology. In 2005 he took up an 
appointment as RCUK fellow at the School 
of Physics, University of Manchester. Since 
2007 he is the leader of an independent 
junior research group at the Max Planck 
Institute for Dynamic and Self-Organization.



Very complex behaviour of physical systems 

can originate from very simple ingredients. In 

our research group we try to understand how 

macroscopic complexity appears in the collec-

tive behaviour of strongly interacting many 

particle systems. Polymers, for instance, can 

be idealized as hard spheres (monomers) 

linked together randomly in a network. Even 

though this is an extremely idealized point of 

view, many macroscopic properties of poly-

mer melts, solutions or gels can be under-

stood from this model, for example the ran-

dom localization of particles in the gel as well 

as rheological properties.

The behaviour of a simple system can become 

very complex as soon as it is pushed out of 

equilibrium. A granular fluid is a prototype 

of such a system which is relatively simple 

in the equilibrium limit (where it is an elas-

tic hard sphere gas) and extremely complex 

as soon as dissipation is switched on, show-

ing for instance clustering instabilities, cor-

relations between translation and rotation or 

highly nongaussian energy distributions.

Complexity can also be induced by disorder. 

Disorder is present in most, if not all, sys-

tems encountered in reality and its influence 

is often such that it can not be neglected. To 

the contrary, even infinitesimal disorder can 

lead to effects which are absent in an ideal-

ized ordered state. A particular challenge is 

disorder in low dimensions, a typical example 

being the spin glass. Here, the nature of the 

low temperature phase is far from being un-

derstood. Recent development of new meth-

ods and tools has made significant progress 

possible in this area.

Our research group consists of the head of the 

group, one postdoctoral researcher and three 

PhD students in physics. Additionally, we 

have several diploma students who work on 

related projects.

Max Planck Fellow Group   
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Prof. Dr. Annette Zippelius 
studied physics in Munich and Boulder 
(Colorado) and received her PhD in 1977 
in Munich. She was a postdoc in Harvard 
and Cornell. In 1983 she became a scientific 
staff member at the Forschungszentrum 
Jülich. Since 1988 she is a full professor 
in the Faculty of Physics at the University 
of Göttingen and became a Max Planck 
research fellow in 2006.

PD Dr. Timo Aspelmeier 
studied Physics in Göttingen and Edinburgh 
and received his PhD in 2000 in Göttingen. 
He was a Postdoc at Virginia Tech from 2000 
to 2001 in the group of Beate Schmittmann 
and Royce Zia and from 2002 to 2004 in the 
group of Alan Bray and Michael Moore in 
Manchester. He returned to Göttingen in 
2004 where he obtained his Habilitation 
in 2006 and became a member of the Max 

Planck Fellow group in 2007. He currently 
works on equilibrium and nonequilibrium 
statistical physics of complex liquids and 
disordered systems.

Polymers, Complex Fluids and Disordered Systems



Together with the late Hans Pauly(1928–2004) 

we came to Göttingen in 1969 from the Uni-

versity of Bonn to establish the new research 

direction of molecular beam investigations of 

chemical elementary collision processes. In 

the following years the Institute became one 

of the leading centers both for experimental 

and theoretical research in determining with 

unprecedented precision the van der Waals 

forces between atoms and molecules. These 

forces are of fundamental importance for 

understanding both the static and dynamic 

properties of gases, liquids and solids and 

their phase transitions.

In the course of these studies our group ob-

served in the late 1970’s that in the free jet 

expansions used to produce the molecular 

beams in the above experiments, helium gas 

expansions behaved in a remarkable way. 

Instead of the usual rather narrow velocity 

distributions of Δ ν/ν ≈ 10%, the helium atom 

beam velocities were extraordinarily sharp 

and nearly monoenergetic with Δ ν/ν ≤ 1%. 

This unexpected observation was found to 

be related to the extremely weak interatomic 

forces between He atoms, with the conse-

quence that their collision cross section at 

the ultra-low ambient temperatures in the ex-

panding gas rises to 255.000 A2, more than 4 

orders of magnitude larger than the cross sec-

tion at room temperature.

These nearly monoenergetic helium atom 

beams have found widespread applications. 

In expansions with small concentrations of 

molecules the excess of helium atoms serves 

to cool the molecules down to temperatures of 

several degrees K. This became a great boom 

for molecular spectroscopy since at these 

temperatures the hot bands that otherwise 

obscure the molecular spectra are eliminated. 

Our group exploited the helium atom beams 

for exploring the structures and vibrations 

at the surfaces of solid crystals. In complete 

analogy to neutrons which are routinely used 

to study the structures and phonon disper-

sion curves inside solids, helium atoms were 

found to be the ideal method for investigating 

the structures and phonons at solid surfaces, 

which are not accessible with neutrons. The 

study of over 200 different surfaces by helium 

atom scattering (HAS) and the complimen-

tary method of inelastic electron scattering 

(EELS) have lead to a much more profound 

knowledge of how atoms and molecules in-

teract with metal surfaces, which is of basic 

importance for understanding catalysis.

In the following years we became even more 

fascinated by this unusual element helium. 

At first sight a helium atom appears to be 

extremely simple or perhaps since they are 

chemically inert, we should say, aloofly noble. 

With only two electrons in a closed shell most 

of its properties are well understood. But as 

soon as one assembles more than one helium 

atom wondrous phenomena appear. For one 

it is the only substance which when cooled 

down to the lowest temperatures remains 

liquid and does not freeze. Moreover it is the 

only substance which exhibits superfluidity, a 

collective quantum phenomena similar to su-

perconductivity. In its superfluid state below 

2.2 K liquid helium flows without friction, 

just as the electron in a superconductor flows 

without resistance. 

Emeritus Group  
Molecular Interactions 
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Thus it was natural to ask if small clusters 

and droplets of helium might also exhibit su-

perfluidity and how this might be detected. 

It had been speculated, since they could be 

superfluid, that upon scattering the projectile 

atoms might pass right through them without 

any interaction. Instead we found that atoms 

and molecules were trapped in the droplet’s 

interior. This opened up the possibility to em-

ploy the spectroscopy of these molecules to 

interrogate the physical properties of helium 

droplets. Much to our astonishment the sharp 

spectral features of the embedded molecules 

indicated that the molecules rotate freely as if 

they were in a vacuum and not at all strongly 

hindered as expected for an ordinary liquid. 

Subsequent experiments revealed that this 

remarkable behaviour was related to the su-

perfluidity of these droplets and has since 

been accepted by the science community as 

a new microscopic manifestation of super-

fluidity. Helium nanodroplets are now being 

used in more than 25 laboratories worldwide 

as a uniquely cold (0.15–0.37 K) and gentle 

matrix for high resolution molecular spectro-

scopic investigations of atoms, molecules, and 

 “Taylor made” clusters, their chemical reac-

tions, and their response to photoexcitation. 

Our group used this technique to provide the 

first evidence that para-hydrogen molecules 

which, like He atoms are spinless bosons, can 

also exhibit microscopic suerfluidity.

Our most recent experiments have been di-

rected at exploring the nature of small pure 

clusters (N ≤ 100) of helium and hydrogen 

molecules. To this end we developed an appa-

ratus to study the matterwave diffraction of 

cluster beams from nanostructured trans-

mission gratings. In collaboration with the 

theory group of Prof. G.C. Hegerfeldt at the 

University of Göttingen these experiments, 

for example, lead to the precise measurement 

of the size of the He2dimer and of the van der 

Waals interactions of a number of atoms and 

molecules with solid surfaces. Unexpected 

magic numbers were found in larger clusters 

(N ≤ 50), which have led to the first insight 

into the elementary excitations of these nano-

sized superfluids.

At the present time we are collaborating with 

several groups in the U.S., Spain and Russia 

to better understand the superfluid response 

of small pure para-H2 clusters. We hope soon 

to understand how these small entities, man-

age to behave as if they were partly liquid, 

partly solid, superfluid and perhaps even 

 supersolid.
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Pattern Formation in non-equilibrium sys-

tems and cooperative behavior in collective 

systems are fascinating, ubiquitous and often 

interlinked. They occur in systems as diverse 

as flocks of birds, neuronal networks, the 

stock exchange market, the ‘mexican wave’ 

in a sports stadium, ventricular fibrillation of 

a heart muscle, convection, or the mesoscale 

ordering in complex fluids. Given the amaz-

ing phenomenological similarities sometimes 

found among quite diverse systems, it can 

be fruitful to ask whether there is a general 

principle at work. For example, is it possible 

to predict collective phenomena of many cou-

pled sub-systems solely from their properties 

and from the characteristics of the coupling? 

Fundamental to this research area is the ques-

tion whether it is possible to achieve a broad 

understanding of such systems based on gen-

eral mathematical theory that can quantita-

tively capture generic behavior.

It is instructive to consider some of the typi-

cal characteristics of such systems. One is 

the emergence of dynamically self-generated 

length scales due to a symmetry breaking 

mechanism. This is often encountered, e.g., 

in phase separation scenarios, in fluid dy-

namics, but also in biological and chemical 

systems. Another is the transfer of a broken 

symmetry from one subsystem to another, as 

typical for self-assembling systems. Convec-

tion phenomena and mesoscale pattern for-

mation in liquid crystals involve both types 

of phenomena: the length scale of the pattern 

 reflects the system dimensions, while its exact 

position may be chosen freely by the system, 

and thus represents an additional (dynami-

cally) broken symmetry. Phenomena like 

solitary waves are not only found in shallow 

water, but are also encountered in many dif-

ferent excitable media, like coupled systems 

of myocardiocytes in the heart muscle and 

neurons in the brain, or in the crowd of spec-

tators in a stadium. It is intriguing to study 

phase separation and swarming phenomena 

by using unifying concepts, such as the Potts 

model, in order to elaborate on the inherent 

similarities and differences of the correspond-

ing systems.

There are in general two main directions 

which must be pursued. On the one hand, 

there are certainly many striking phenom-

ena of pattern formation and collective be-

havior in very complex ‘real’ systems which 

still await their discovery, such as signaling 

patterns in living cells, or even in the brain, 

where the signaling pattern will govern the 

function of the system. A systematic search 

for such phenomena is thus very important. 

On the other hand, there is a need for suit-

able model systems, which are sufficiently 

complex to show the phenomena of interest, 

yet are still simple enough for a detailed and 

quantitative understanding of their dynamics 

and self-organization is believed to be pos-

sible. Both of these directions of research are 

designed to push and inspire the development 

of novel theoretical concepts, trying to find 

mathematical descriptions with minimum in-

tricacy, but a maximum of predictive power. 

Pattern Formation and Cooperative Phenomena

Topical Group
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The occurrence of universal quantitative 

laws in a strongly interacting multi-compo-

nent system indicates that its behavior can 

be elucidated through the identification of 

general mathematical principles rather than 

by the detailed characterization of its indi-

vidual components. We recently discovered 

that universal quantitative laws govern the 

spatial layout of orientation selective neurons 

in the visual cortex in three mammalian spe-

cies separated in evolution by more than 50 

million years. Most suggestive of a mathe-

matical structure underlying this universality, 

the average number of pinwheel centers per 

orientation hyper-column in all three species 

is statistically indistinguishable from the con-

stant π. We show that mathematical models 

of neural pattern formation can reproduce all 

observed universal quantitative laws if non-

local interactions are dominant, indicating 

that non-local interactions are constitutive in 

visual cortical development. These and other 

results demonstrate that mathematical prin-

ciples can shape the organization of the brain 

as powerfully as an organism’s genetic make-

up.

Probing universality in the brain
The laws governing strongly interacting multi-

component systems frequently detach from 

the detailed nature of microscopic interac-

tions resulting in the robustness of collective 

properties and in their insensitivity to exter-

nal and internal perturbations. Quantitative 

laws exhibiting such insensitivity are called 

universal because they characterize an en-

tire class of systems rather then an individual 

system in all its specific detail. In biological 

systems, measurements precise enough to 

uncover universal quantitative laws are rare-

ly performed and might appear misguided, 

when qualitatively new types of cellular and 

molecular components and interactions are 

continuously being discovered. Neverthe-

less, universality may play important roles in 

 living systems. Neuronal, immune and gene-

tic networks are strongly interacting multi-

component systems and universal behavior, 

particularly the robustness associated with it, 

may often be beneficial for the functioning of 

the organism.

To examine the functional architecture of the 

visual cortex for signatures of quantitative 

universality we developed image analysis 

Quantitative Universality of Pattern Formation in the Visual Cortex

F. Wolf
M. Kaschube, M. Schnabel, T. Geisel, M. Huang, L. Reichl, W. Keil,  

S. Löwel (U Jena), L. White (Duke U, USA), D. Coppola (Randolph-Macon College, USA)

Figure 1: Patterns of pinwheels in the visual cortex: Spatial distribution and 
analysis. a, Synthetic orientation maps of equal column spacing but widely dif-
ferent pinwheel densities ρ. Displayed are solutions of different models. Colors 
code preferred orientations as indicated by the bars in b. White arrows mark 
two pinwheels. b, High (blue frame) and low (orange frame) pinwheel density 
regions in tree shrew visual cortex. c-e, Optically recorded orientation maps in 
tree shrew (c), galago (d), and ferret (e) visual cortex. Regions shown in b are 
marked in c. Four pinwheels are marked by white arrows in the magnified region 
in e (black frame). f, Fermi- (as opposed to conventional Gaussian-) filtering 
efficiently eliminates high frequency noise without deteriorating the signal. This 
is illustrated by comparing the radially averaged power spectrum of the galago 
map in d (high-pass filtered; normalized) with Gaussian and Fermi filter kernels 
in frequency representation. Fermi filtering effectively implements a cutoff in 
the frequency domain. g, Operational definition of pinwheel density ρ: Value of 
the ‘plateau’ region where the spatially averaged pinwheel densities indepen-
dent of low-pass cutoff wavelength exemplified for the two maps from b. 
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methods for the automated detection, local-

ization and counting of so called pinwheel 

defects, point-like orientation singularities 

of high abundance of orientation prefrence 

mapsaround which stimulus orientations are 

represented in a radial fashion (Fig.1). Using 

these tools we studied orientation preference 

maps in the visual cortex of three species 

widely separated in mammalian evolution, 

tree shrew (order scandentia), galago (order 

primate) and ferret (order carnivora). These 

species diverged evolutionarily more than 50 

million years ago, occupy distinct ecological 

niches on different continents, and exhibit 

qualitative and quantitative differences in the 

anatomical and neurophysiological organi-

zation of the retina and central visual struc-

tures.

Universal pinwheel statistics
We found that fundamental statistical proper-

ties of orientation preference maps were sur-

prisingly similar in the three species. Fig.2a 

shows that the frequency of occurrence of pin-

wheels per mm2 is proportional to the inverse 

hypercolumn size; Fig.2b graphs pinwheel 

densities as a function of hypercolumn size 

for 26 hemispheres in tree shrew, 9 in galago, 

and 82 in ferret. Whereas the average column 

spacing and thus the average hypercolumn 

size varied by more than a factor of 2 across 

species, the average pinwheel density was 

virtually identical. In tree shrew, we observed 

an average pinwheel density of 3.12±0.04, 

in galago a similar average 3.18±0.09, and 

in ferret an average pinwheel density of 

3.16±0.03. Differences between species were 

not significant (p>0.81, permutation test). In 

addition we compared numerous additional 

statistics of the pinwheel distribution such 

as the count variance as a function of sam-

pling area, or the charged and uncharged next 

neighbor distance distributions. None of these 

quantities indicated a systematic interspecies 

difference in pattern layout. These observa-

tions justify obtaining a more precise estimate 

of the universal mean pinwheel density by 

pooling the data from the three species. The 

grand average of the pinwheel density thus 

obtained is 3.14±0.03. This value is statisti-

cally indistinguishable from the fundamental 

mathematical constant π. To be more precise, 

it is expected to deviate from it by less than 

0.06. It is therefore tempting to conjecture 

that a mathematical structure guides visual 

cortex development and forms the origin of 

the observed universal statistics. 

The long-range self-organization  
hypothesis
We used a dynamical model of Swift-Hohen-

berg type [1] to investigate whether self-orga-

nization of cortical circuits unfolding under 

the influence of long-ranging interactions 

might explain the observed universal pin-

wheel statistics. In models from this class (1) 

pinwheel statistics can be studied analytically 

using known closed form expressions for ap-

proximate solutions; (2) the parameter depen-

dence of the emerging maps has been com-

Figure 2: The average pinwheel density is a uni-
versal quantity. a, The mean number of pinwheels 
per mm2, scales with the inverse of hypercolumn 
size in individuals from three different species. b, 
Dimensionless pinwheel densities as function of 
hypercolumn size. Solid lines represent the average 
pinwheel density for each species (tree shrew, 3.12 ± 
0.04; galago, 3.18 ± 0.09; ferret, 3.16 ± 0.03). Hyper-
column size calculated as in [4,5].
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prehensively characterized and (3) numerical 

simulations of systems approaching the size 

of the entire primary visual cortex can be per-

formed efficiently and accurately. 

The statistics of pinwheel arrangements in 

maps obtained by extensive numerical simu-

lations of model areas comprising more than 

400 orientation hypercolumns and cover-

ing timescales larger than the time required 

for cortical circuits to express mature levels 

of orientation selectivity are represented in 

Fig.3. Results from representative simulations 

in the presence and absence of long-ranging 

interactions are shown in Fig.3a,b. Numerical 

solutions closely resembled orientation maps 

throughout the developmental time course, 

when long-range interactions were present 

and dominated the developmental dynam-

ics. When only local interactions were pres-

ent, simulated maps only initially contained 

pinwheels in realistic densities. The major-

ity of these initially generated pinwheels was 

lost during the subsequent developmental 

time course through pairwise annihilation 

of pinwheels of opposite topological charge 

reproducing the typical behavior of models 

dominated by local interactions [2,3]. In the 

parameter regime of sufficiently wide and 

strong long-range interactions, a substantial 

density of pinwheels was preserved at all 

times. The emergence of average pinwheel 

densities close to π appears to be a very ro-

bust feature of the formation of orientation 

maps in the long-range interaction dominated 

regime. It is relatively insensitive to the ab-

solute range of long-ranging interactions and 

to the distance from the bifurcation point. In 

the long-range regime, the model also repro-

duced all other observed universal statistical 

properties of visual cortical orientation maps 

(Fig.3e–h).

These results reveal a striking quantitative in-

variance of pinwheel organization across ani-

mals and species that strongly contrasts the 

huge interindividual and interspecies vari-

ability exhibited by other aspects of visual 

cortical architecture. It would be surprising, 

if this invariance was preserved over 50 mil-

lion years of divergent evolution without a 

substantial functional benefit. We thus antici-

pate, that the quantitative laws of pinwheel 

organization described here will not only help 

to identify the developmental determinants of 

pinwheel organization but also provide a use-

ful guidance for resolving the currently elu-

sive functional significance of pinwheels. 

[1] F. Wolf, Phys. Rev. Lett. 95:208701 (2005)
[2] F. Wolf, T. Geisel, Nature 395:73 (1998)
[3] M. Schnabel, M. Kaschube, S. Löwel, F. Wolf, EPJ 145:137 (2007)
[4] M. Kaschube, F. Wolf, T. Geisel, S. Löwel, J. Neurosci. 22:7206 (2002).
[5]  M. Kaschube, F. Wolf, M. Puhlmann, S. Rathjen, K.F. Schmidt, T. Geisel, S. Löwel,  

Eur. J. Neurosci. 22, 7206 (2003)
[6] M. Kaschube, M. Schnabel, F. Wolf, New J Phys. (in press). 

Figure 3 
Self-organization dominat-
ed by long-ranging interac-

tions can quantitatively 
explain universal pinwheel 

statistics. a, Near station-
ary solutions of the model 

[1] are either pinwheel rich 
(upper map) or pinwheel 
sparse (lower map). b, In 

the absence of long-range 
interactions, pinwheel den-

sities decay to zero (green 
traces, different random 

initial conditions) whereas 
in the presence of strong 
long-range interactions, 
realistic pinwheel densi-
ties are robustly selected 
(blue traces). c, Average 

pinwheel densities of closed 
form solutions valid near 
criticality. The average is 

close to the observed value 
for finite interaction range 

and converges to π in the 
large interaction range limit 

[6]. d, Average densities  
numerically obtained for 

different values of the insta-
bility parameter. e-h, Spatial 

organization of pinwheels 
agrees quantitatively with 

experiment. 
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Cooperative Sodium Channel Activation  
and Neuronal Action Potential Encoding

A. Neef, F. Wolf 
M. Huang, W. Wei, B. Naundorf, M. Kreissl, T. Geisel, T. Moser (U Göttingen), S. Löwel (U Jena),  

M. Volgushev (U Bochum), I. Fleidervish, M. Gutnick (Hebrew University, Israel)

In all neurons of the cerebral cortex, the re-

sults of single neuron computations are en-

coded into action potential sequences. The 

dynamics of cortical action potential genera-

tors thus determines how much and which 

information is transmitted to other cells in the 

brain and conversely which aspects of intra-

cellular activity are not communicated to the 

receiving neuron. The reduction of informa-

tion by action potential encoding in neocorti-

cal neurons is in fact tremendous. It was re-

cently shown that of the 1000 bits per second 

that are contained in the ongoing membrane 

potential fluctuations of a typical cortical 

neuron only roughly 30 bits are encoded into 

its output sequence of action potentials [1]. 

In our research on action potential initiation 

dynamics in cortical neurons, we are using an 

approach integrating biophysical modelling, 

dynamical systems theory, in vivo recording 

of the behaviour of action potential initiation 

in the intact brain, and neurophysiological 

and biophysical in vitro experiments to un-

ravel the computational rules and biophysical 

mechanisms of this key step of neuronal com-

putation.

Anomalous action potential dynamics  
in cortical neurons
Although actively studied for more than three 

decades by biological and medical research-

ers, the precise laws of that determine gen-

eration of action potential by neurons of the 

mammalian brain surprisingly are neither 

well characterized nor mechanistically under-

stood. For instance, it is widely assumed that 

the initiation of action potentials can be mod-

elled as a threshold crossing process: When 

the membrane potential of a neuron is driven 

beyond a fixed threshold voltage, value so-

dium channels are activated that mediate a 

strongly depolarizing current that causes the 

membrane potential to rapidly increase. Sur-

prisingly, we recently found that during the 

operation of cortical neurons in the intact 

brain there is no fixed threshold potential 

underlying the initiation of action potential 

[2]. Instead, action potentials are obviously 

initiated over a very wide range of potentials 

and most importantly even the largest AP 

initiation potentials can be reached without 

inducing action potential firing (Fig.1a,b). In 

addition, the rapidness of action potential ini-

Figure 1: a Membrane potential dynamics recorded in a cortical neuron in vis-
ual cortex of the intact cat brain. Green bars: AP onset potentials, Histogram to 
the right distribution of onset potentials. Three APs are shown in high temporal 
resolution. b Pseudo phase plot obtained from the record in a. c Pseudo phase 
plot obtained from a simulation based on the cooperative sodium activation ki-
netics depicted in d. d state transition scheme for single channel gating (upper 
panel, C closed, O Open, I inactivated). Voltage dependent transition rates are 
indicated. Lower panel: hypothetical shift of the activation curve dependent on 
the number of neigbors in the open state (M). e Direct demonstration of coop-
erative gating of sodium channels. Individual traces represent inward currents 
recorded in the cell attached configuration from caridiomyocytes. Dashed lines 
indicate integer multiples of single channel currents. Note the simultaneous 
opening and closing of pairs and triples of channels. Right: current histogram 
of the entire record. 
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tiation, the inverse voltage range over which 

high rates of membrane potential change are 

reached during the initial phase of an AP, is 

much higher than predicted by the univer-

sally accepted Hodgkin-Huxley theory. Based 

on these findings, we suggested that cortical 

action potential generators might be tailored 

beyond the range that can be successfully 

described by the canonical Hodgkin-Huxley 

theory, indicating that fundamental aspects of 

the biophysics of action potential initiation in 

cortical neurons remain unidentified. These 

results initiated a lively debate on and an on-

going re-evaluation of the universal validity of 

the classical Hodgkin-Huxley theory of action 

potential initiation (see e.g. [3-7]).

The cooperative sodium channel  
activation hypothesis
The abrupt increase of depolarization speed 

during the initial phase of cortical action po-

tentials that we described suggests that many 

sodium channels in the neuronal membrane 

are synchronously activated. This may indi-

cate that the assumption of statistically inde-

pendence of sodium channel activation that 

is a basic ingredient of the Hodgkin-Huxley 

theory is violated in neuronal membranes. We 

thus considered the hypothesis that neuronal 

sodium channels may undergo cooperative 

activation such that activation of one channel 

can directly induce neighbouring channels to 

also activate. Intriguingly, quantitative mod-

els of membrane potential dynamics based 

on such a cooperative sodium channel activa-

tion kinetics, can faithfully reproduce all key 

features of action potential initiation as ob-

served in cortical neurons in the intact brain 

(Fig.1c,d)[2]. 

Further support for the cooperative sodium 

channel activation hypothesis comes from 

in vitro experiments which tested one of its 

key predictions. If inter-channel interactions 

are assumed distance-dependent in neuro-

nal membranes, then the cooperative sodium 

channel activation hypothesis predicts that 

reducing the effective density of channels 

should weaken cooperativity, and eventually 

lead to a action potentials onset dynamics 

conforming with the assumption of statisti-

cally independent gating and Hodgkin-Huxley 

theory. We tested this prediction in vitro, re-

cording action potentials while reducing the 

density of available sodium channels by the 

application of tetrodotoxin (TTX). As predict-

ed, TTX application in fact led to substantial 

reduction in the onset rapidness of action po-

tentials in all tested cortical neurons [2]. Sub-

sequent experiments revealed that a similar 

transformation of action potential waveform 

can also be achieved by reducing the extra-

cellular sodium concentration suggesting that 

sodium ions might be the mediators of inter-

channel interactions (Wolf et al. in prep.). 

Direct evidence for cooperative  
ion channel activation
Although prominent neurophysiologists con-

sider the hypothesis of cooperative ion chan-

nel activation “exotic” [5,7], the ability of ion 

channels to exhibit cooperative activation, 

that we theoretically predicted, was imme-

diately confirmed by an independent experi-

mental study that appeared less than three 

months after publication of our initial report 

[8]. In this study, Molina et al. described the 

activation kinetics of KcsA channels, a mini-

mal model ion channel isolated from bacteria. 

Their single channel resolution recordings di-

rectly demonstrated that channels may either 

gate statistically independently as conven-

tionally assumed or in a highly cooperative 

fashion. In addition, ensemble of channels 

showed transitions between statistically in-

dependent and cooperative gating modes that 

apparently dependent on the degree of chan-

nel clustering in the membrane. While it is 

currently unknown whether neuronal sodium 

channels do exhibit a similar degree of in-

ter-channel cooperativity, the closely related 

sodium channels underlying action potential 

generation and propagation in the heart, have 
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also been shown to be capable of highly syn-

chronized gating (Fig.1e)[9]. Efforts are under 

way to further characterize sodium channel 

cooperativity and the underlying molecular 

mechanisms in cardiomyocytes in collabo-

ration with the groups of Bodenschatz and 

Luther, and to probe for this phenomenon in 

cortical neurons in collaboration with Fleider-

vish and Gutnick at the Hebrew University of 

Jerusalem [10].

Functional consequences of rapid onset 
action potential initiation
Our previous theoretical analyses predict that 

the very rapid onset of action potentials en-

hances the ability of neurons to lock the fir-

ing times of their action potentials to high fre-

quency components of their synaptic inputs 

(Fig.2a). We are currently testing this impor-

tant functional consequence in in vitro neu-

rophysiological experiments. In these experi-

ments the intense synaptic bombardment that 

a cortical neuron experiences in vivo is emu-

lated by the injection of a randomly fluctuat-

ing dynamical current superimposed with a 

weak periodic test signal(Fig.2b). Quantifying 

the amplitude of spike frequency modulation 

observed in such experiments, as a function 

of test stimulus frequency, we find that corti-

cal neurons indeed exhibit very high cut-off 

frequencies on the order of 200Hz, even when 

firing at average impulse rates below 10Hz. In 

contradistinction, previous theoretical studies 

consistently found that Hodgkin-Huxley type 

action potential generators typically exhibit 

cut off frequencies on the order of their mean 

firing rate [11,12]. Confirming our theoretical 

predictions [6,12], these preliminary results 

indeed suggest that the cut-off frequencies of 

cortical action potential generators are more 

than one order of magnitude higher than 

predicted by the classical Hodgkin-Huxley 

theory. To further corroborate these results 

our current efforts are concentrating on devel-

oping efficient and quantitatively controlled 

methods for the estimation of frequency re-

sponse functions and cut off frequencies from 

neuronal noise injection experiments. 

Figure 2: a Amplitude of phase locking of spike times to a weak external stimulus of variable frequency for AP 
generators of increasing action potential onset rapidness. Curves are marked for different firing rates.  
b Recording configuration for measuring frequency dependent phase locking amplitude in a cortical 
 pyramidal neuron. c Transmission functions obtained from a mature and a immature cortical pyramidal 
 neuron, for different correlation times of stochastic input currents. 
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Time-periodic Patterns in the Actin Cortex

The dynamical properties of the actin cyto-

skeleton provide the basis for motility, phago-

cytosis, and division of eukaryotic cells [1]. A 

key player in the formation of a dense corti-

cal actin network is the seven-subunit Arp2/­3 

complex [2] that initiates the nucleation of 

branches on existing filaments. Its activity 

is controlled by SCAR/­WAVE proteins of the 

WASp (Wiscott-Aldrich Syndrome protein) 

family that are downstream effectors of recep-

tor-mediated signaling  pathways [3]. 

In our recent work, we provide evidence for 

an oscillatory instability in the cortex of mu-

tant cells lacking members of the pentameric 

SCAR complex [4]. We observed that SCAR-

deficient Dictyostelium cells exhibit self-sus-

tained, cell-autonomous oscillations in cor-

tical actin density with periods of about 20 

seconds, while a steady state with only slight 

fluctuations is observed in wild-type cells, see 

Fig.1. Phase-shifts in response to chemoat-

tractant stimuli indicate that the oscillatory 

system is linked to the chemosensory path-

way, i.e., receptor signals are transmitted to 

the actin machinery, even if SCAR is missing. 

As chemotaxis is strongly impaired in SCAR-

null mutants [5], our results suggest that sup-

pression of oscillations by SCAR is required 

for efficient directional responses in chemo-

tactic cells. The transition from a steady state 

in wild-type cells to periodic changes in the 

density of cortical actin in the SCAR-deficient 

mutants implies a bifurcation to limit cycle 

oscillations and highlight the actin machin-

ery as a self-organizing system that can be 

described by the concepts of non-equilibrium 

dynamics.

By exposing Dictyostelium wild type cells, as 

well as various cytoskeletal mutant strains, 

to periodic chemoattractant stimuli we are 

 extending this work. (For the generation of 

well-controlled, complex chemoattractant 

stimuli, see our report on Single cell stimu­

lation in microfluidic environments). The 

 response behavior of the cellular system to an 

external periodic force will allow us to char-

acterize intrinsic time scales of the cytoskel-

eton. In particular, the response of knockout 

C. Beta
C. Westendorf, E. Bodenschatz

H.C. Ishikawa-Ankerhold, T. Bretschneider and G. Gerisch (MPI for Biochemistry, Martinsried), 
 A. Müller-Taubenberger (LMU München), R.H. Insall (University of Birmingham, UK)

p



Research

3� |MPI for Dynamics and Self-Organization 

Figure 1: Time series and frequency spectra of cortical actin density in wild-type and mutant cells.  
Left panels. Examples of (A) non-periodic fluctuations in a wild-type cell and (C) free-running oscilla-
tions in SCAR/PIR121 double-null mutant cells. Independent oscillations in two cells of the SCAR/PIR121 
double mutant were recorded at the same time (dark and light curves).  
Right panels. Frequency spectra summarizing periodic activities in populations of (B) wild-type cells (D) 
SCAR/PIR121-double null mutants. The frequency distributions of (B) 27 wild-type and (D) 24 SCAR/
PIR121-double null mutants were averaged. 

[1] T. D. Pollard and G. G. Borisy, Cell 112 (2003) 453.
[2] M. D. Welch, et al., Journal of Cell Biology 138 (1997) 375.
[3] L. G. Smith and R. Li, Current Biology 14 (2004) R109.
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[5] J. E. Bear, J. F. Rawls, and C. L. Saxe, Journal of Cell Biology 142 (1998) 1325.

strains that are deficient in different cytoskel-

etal proteins will characterize the role of these 

components in the dynamics of actin-based 

cell motility.
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Fibrillation is a state of irregular electro-

physiological turbulence of cardiac tissue 

– and its control and termination is a major 

clinical challenge. Nucleation of reentrant 

spiral waves and their subsequent fraction-

ation may result in life-threatening electro-

mechanical malfunction of the heart [1-3]. 

Spiral waves occur in several systems that all 

share with the heart the functional properties 

of excitability and refractoriness. In cardiac 

tissue, this transition into defect mediated tur-

bulence can be fatal if it originates in the ven-

tricles – the heart’s main pumping chambers. 

Roughly half of the deaths caused by cardio-

vascular disease are sudden. The majority of 

those sudden deaths – an estimated 300.000 

per year in the U.S. alone – are associated 

with ventricular fibrillation (VF). If the disor-

der originates in the atria, it is usually not im-

mediately life threatening. With an estimated 

5.5 million patients worldwide, however, 

sustained atrial fibrillation (AF) is the most 

common arrhythmia. It is not immediately 

life threatening, but chronic AF increases the 

risk of atrial electrical remodeling, stroke and 

thromboembolism due to clot formation. The 

control of these dynamical patterns and pre-

vention of fatal arrhythmias is desirable, but 

it remains a major clinical challenge [4]. Our 

research focuses on mechanisms that induce, 

sustain, and eventually terminate cardiac ar-

rhythmias.

At present, the most effective therapy for 

treating fibrillation is an implantable defibril-

lator that administers a strong electric shock 

to reset the entire heart to normal rhythm. 

Despite recent substantial progress in cardio-

version/­defibrillation techniques and its to 

date unsurpassed efficacy, there are intrinsic 

complications. Cardioversion is a global con-

trol method that requires high-energy shocks, 

which are painful for the patient and often 

cause tissue damage due to high electric field 

strengths. Typical shock energies are 10 Joules 

for implantable cardioverters/­defribrillators 

(ICD) and hundreds of Joules for external 

transthoracic shocks. Negative side effects 

due to high shock energy highlight the need 

for new therapeutic approaches focusing on 

low-energy techniques.

The specific aim of this project is the de-

velopment of a novel low-energy method to 

terminate cardiac fibrillation. So far, our ex-

periments have provided ample evidence that 

fibrillation can be terminated using a mini-

mally invasive, low-energy pulsed electrical 

far­field [5-7] (see Fig.2). Atrial fibrillation 

is electrically induced by fast pacing from an 

external electrode. During artificially induced 

atrial fibrillation in vitro, an electric field is 

applied by two platinum electrodes providing 

pulsed far-field stimulation of the tissue. In 

Termination of Fibrillation Using Low-Energy Far-Field Pacing

Stefan Luther, Gisa Luther, Eberhard Bodenschatz
Amgad Squires

R. Gilmour (Cornell, USA), Valentin Krinsky (Nice, France),  
G. Hasenfuss und L. Maier (University of Göttingen)

Figure 1
 Termination of cardiac fibrillation 
using far-field pacing. (A) Cardiac 

action potentials measured optically 
on the surface of the tissue prepara-

tion showing sustained ventricular 
fibrillation (VF), far-field pacing 

and capture, and termination. (B) 
Irregular wave fronts obtained 

during VF. The grayscale indicates 
the membrane potential (white = 

activated, gray = resting). (C) Onset 
of far-field pacing. (D) Entrainment 

of cardiac pacing. (E) Quiescent 
tissue.
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the example shown in Fig.1, an electrical field 

strength of 1.4 V/­cm is sufficient to suppress 

fibrillation (5 pulses, 5 ms pulse duration, 

constant pacing interval 85 ms). For sustained 

atrial fibrillation (4 tissue preparations), we 

obtain a success rate of 80% (30/­36 defibril-

lation attempts) with electric field strengths 

ranging from 1.2–1.4 V/­cm and 66% (30/­35 

defibrillation attempts) for 0.8–1.2 V/­cm.

Our results have immediate application for 

the development of defibrillation technology. 

Low-energy far-field pacing is not meant to 

replace, but to complement, cardioversion, 

which remains the ultima ratio for defibrilla-

tion. However, chronic cardiac arrhythmias 

such as atrial fibrillation require frequent 

treatment and negative effects of cardiover-

sion may become a severe limitation of con-

ventional methods. Pulsed far-field stimula-

tion has the potential to provide a minimally 

Figure 2: The effect of an electrical field on quiescent cardiac tissue. An electrical field can modify the resting po-
tential in regions adjacent to tissue heterogeneities (e.g. blood vessels) and even lead to wave emission. The num-
ber of these wave sources depends on the size of the heterogeneity and the electrical field strength. The formation 
of so-called virtual electrodes occurs in the tissue bulk but can be observed on the surface: the three panels show 
an increasing number of wave sources with increasing field strength. The color code indicates the membrane 
potential (green=resting, red = activated). Multi-site pacing from virtual electrodes is a potential mechanism for 
the termination of fibrillation using low-energy far-field pulses [5].

0.9 V/cm 1.4 V/cm0.4 V/cm

Figure 3 
Contractile motion of 
 cardiac tissue obtained 
from high-resolution car-
diac ultrasound imaging.  
(Top row) Displacement 
vector field of tissue dur-
ing periodic pacing. The 
wave propagates from left 
to right. (Bottom row) 
Displacement vector field 
during fibrillation.
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invasive, low-energy and tissue-preserving 

therapy to tame cardiac arrhythmias.

The main focus of our research is to elucidate 

fundamental mechanisms underlying car-

diac defibrillation. Progress in this field will 

depend on the development of new experi-

mental and diagnostic tools. In this project, 

we are developing optical and acoustic tech-

niques to visualize complex cardiac electrical 

activity and mechanical motion in vitro and 

in vivo [8] (see Fig.3). We collaborate with 

G.Hasenfuss und L.Maier (University Hos-

pital, Göttingen) to explore potential clinical 

applications.

Dynamics and Control of Phase Singularities 
and Spatio-temporal Chaos in Excitable Media

Many spatially extended, nonlinear systems 

exhibit spatio-temporal chaos in terms of ir-

regular wave fronts or turbulent spiral dynam-

ics [1]. Examples can be found in systems as 

diverse as Rayleigh-Bénard convection, liq-

uid crystals and excitable media. An example 

for the latter is cardiac tissue. Here, spiral 

and scroll waves correspond to an electro-

 mechanical malfunction of the heart. Cardiac 

arrhythmias occur due to the complex inter-

play of mechanical and electrical properties on 

multiple spatial and temporal scales including 

cellular, tissue, and organ levels. However, the 

detailed mechanisms of electro-mechanical 

instabilities leading to arrhythmias remain un-

known. 

The scientific scope of this project is the devel-

opment of experimental and numerical meth-

ods to characterize, predict, and eventually 

control spatio-temporal cardiac dynamics. In 

order to reveal the underlying mechanisms of 

this complex dynamical system experimentally, 

we will focus on two-dimensional cardiomyo-

cyte cultures, which allow the study of waves 

in a simplified and well-defined environment. 

An example of complex wave motion obtained 

in a cell culture is shown in Fig.1. Phase singu-

larities are the organizing centers of complex 

wave motion. The instabilities leading to their 

creation, interaction, and annihilation are key 

to the understanding and characterization of 

cardiac arrhythmias.

This project will focus on taming spatio-tem-

poral chaos using feedback control. Multiple 

Delay Feedback Control (MDFC) was first in-

troduced by Ahlborn and Parlitz for stabilizing 

chaotic dynamical systems [2,3]. Recently, the 

same authors demonstrated that MDFC can 

A. Ahlborn, Stefan Luther
Claudia Richter, Amgad Squires

Ulrich Parlitz (University of Göttingen)
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also be used to (locally) stabilize and manipu-

late spatio-temporal chaos [4]. Fig.2 shows an 

example of a spiral defect chaos solution of the 

complex Ginzburg-Landau equation. To stabi-

lize the dynamic activity feedback signals are 

applied to a small number of sparsely distrib-

uted external control electrodes. The feedback 

signals are obtained by a weighted average of 

the local activity of the control cells taken at 

different, previous times. Fig.2 shows the tran-

sient dynamics of the controlled dynamics af-

ter the activation of the feedback. For suitably 

chosen weight factors (also called gains) and 

time delays used for implementing the feed-

back signals, the spiral defect chaos undergoes 

a transition to planar waves. In a different con-

figuration spirals can be trapped. This mecha-

nism could be used to annihilate counter-rotat-

ing spirals or to drive them into a boundary. 

Similar numerical results were obtained for 

the Fitzhugh-Nagumo equation, a simplified 

model of cardiac tissue. In order to quantify 

the efficacy of the proposed control methods, 

appropriate methods are required to quantify 

spatio-temporal dynamics of cardiac tissue [5].

In order to implement the control strategy 

experimentally, we have established and 

maintained cell cultures from primary cells 

(embryonic chickens, neonatal rats) and cell 

lines (HL-1 [6]). Membrane potential and cal-

cium concentration are measured simultane-

ously using an optical mapping system and 

fluorescent dyes (di-4-anneps, Fluo-3). The 

multi-scale real-time imaging system com-

prises both a macroscope (upright, Olympus 

MVX-10) and an inverted microscope (Olym-

pus IX-71) allowing for the simultaneous im-

aging of events on cellular and tissue levels. 

The experimental set-up is shown in Fig.3. 

The development of a custom-made real-time 

multi-electrode array for applying the feedback 

control signals is currently underway.

A

B

Figure 1 
Phase singularities in 
two-dimensional cardiac 
 myocyte culture. (A) Phase 
of a spiral wave. The posi-
tion of the phase singular-
ity is obtained from inter-
sections of the zero contour 
lines of real and imaginary 
part of the complex signal. 
(B) Temporal sequence of 
spiral waves. Green and 
red circles indicate the 
topological charge ±1 corre-
sponding to clockwise and 
counter clockwise rotation. 
Conservation of topological 
charges requires pair-wise 
creation and annihilation of 
phase singularities.

Re
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Figure 2 
Analysis of the complex 
 Ginzburg-Landau Equation as a 
prototype for spiral behaviour. 
(a) Free running system, (b) 
controlled system. MDFC is ap-
plied at the control cells marked 
white using the coupling 
scheme given in (c). (d) Vertical 
section of (b) showing plane 
waves traveling with different 
velocities that depend on the 
chosen control parameters. 

Figure 3 
Left: Fluorescence  

imaging system.  
Olympus MVX-10  

and IX-71. 
Right: HL-1 cell culture 

after 96 hours.
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Integrable systems frequently appear as 

 approximations or limiting cases in physi-

cal models. Classical integrable systems with 

an infinite number of degrees of freedom are 

given by nonlinear partial differential (or dif-

ference) equations (PDEs) for which there is 

a – not necessarily easy to apply – method 

to solve them in an exact way, which often 

 reveals unexpected features. Among integra-

ble systems are many that exhibit solitons or 

soliton-like structures. An important example 

in two spatial dimensions is the Kadomtsev-

 Petviashvili (KP) equation, which e.g. approx-

imates certain fluid surface waves. In par-

ticular, it describes network patterns formed 

by line wave segments on a shallow water 

surface (see [1,2,3] for photographs). The 

constituents are “line solitons”, which are 

closely related to Korteweg-deVries solitons. 

If surface tension dominates gravity, the KP 

equation, then referred to as KP-I, admits 

so-called lump solutions. They are localized 

in both spatial dimensions and show trivial 

[4] as well as non-trivial [5,6] interactions. 

 Apparently they have not yet been observed 

in nature and it remains to be seen whether 

they are within the validity of the KP approxi-

mation to the respective real system. 

Simple solution techniques
The most powerful method to solve an inte-

grable equation is, if applicable, “inverse scat-

tering”. But a quick way to exact solutions is 

based on the following observations [7-11]. 

Given a PDE for a function φ, we can general-

ize it to a PDE for an M×N matrix Φ, choos-

ing a suitable ordering of nonlinear terms, 

modifying the product in the latter by intro-

ducing a constant N×M matrix Q, and per-

haps adding terms that drop out in the scalar 

case. If Q has rank one, hence Q=VUT with 

constant vectors U and V, then φ=UTΦV 

solves the original PDE. In this way simple so-

lutions of the matrix PDE can generate com-

plicated solutions (depending on parameters 

contributed by U and V) of the scalar PDE. 

But we need to find a solution of an apparent-

ly more complicated matrix PDE. An integra­

ble scalar PDE, however, typically possesses a 

generalization to an integrable matrix version 

[12,13]. In the KP case one can apply a finite-

dimensional version of Sato theory [14]: a set 

of matrix Riccati equations, which in turn can 

be reduced to a linear system, implies the (Q-

modified) matrix KP equation. With suitable 

restrictions imposed on Q, explicit solutions 

are obtained. Imposing further the rank one 

condition on Q, one recovers in particular the 

(multi-) line-soliton and lump solutions of the 

scalar KP equation. But matrix KP solutions 

are also of interest in their own right. 

Universal lump interaction patterns?
A very different integrable equation in 2+1 

dimensions, the Ward equation [15] (modified 

chiral model, a gauge-fixed hyperbolic (Yang-

Mills-Higgs-) Bogomolny equation) possesses 

lump solutions (see e.g. [16]) with similar be-

haviour as compared with those of KP-I. Both 

admit e.g. n-lump configurations with “anom-

alous” π/­n scattering (Fig.1 shows such a so-

lution of a related equation, see below). At 

first sight these equations have nothing in 

common besides integrability. In particular, 

Integrable Systems and Soliton Interaction Patterns

F. Müller-Hoissen
A. Dimakis (Chios, Greece)

Figure 1: A π/4 scattering process (time increases from left to right) for a 4-lump 
configuration of the su(2) pdCM model, with a large and narrow “freak lump” at 
collision time [17]. These are plots of a non-negative conserved density.
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for KP the depen-

dent variable is a 

real function, for the 

Ward model it is an 

SU(2) matrix. How-

ever, as mentioned 

above, solutions of 

the (scalar) KP arise 

from solutions of 

the matrix (Q-modi-

fied) KP equation. 

Moreover, it turned 

out [17] that an in-

tegrability preserv-

ing (dispersionless) 

multi-scaling limit 

of the latter yields the so-called pseudo-dual 

chiral model (pdCM). Restricting its depen-

dent variable to take values in the Lie algebra 

su(2), the latter is closely related (“pseudo-

dual”) to the Ward model. This indeed es-

tablishes a relation between KP and Ward 

equation, via the pdCM equation, though not 

a closer link between their solutions. But it 

allows us to carry solution techniques from 

KP to pdCM [17]. In particular, this gives ac-

cess to surprising lump interaction patterns. 

Examples are displayed in Figs.1 and 2. Also 

the process in Fig.2 has a KP-I analogue [18]. 

The pdCM (as well as the Ward model) exhib-

its further interesting interaction patterns, in-

volving exchange processes of lumps, so that 

it turns out to be a rich toy model. We note 

that π/­n scattering has also been found, nu-

merically or in a slow-motion approximation, 

e.g. for lumps of the 2+1-dimensional chiral 

model, monopoles and vortices [19]. These 

are governed by non-integrable equations, 

though they have structural elements in com-

mon with the Ward equation. 

Our methods to construct solutions of KP and 

pdCM equations (and their hierarchies) ad-

mit a generalization that also applies to other 

equations, including the self-dual Yang-Mills 

equation, of which pdCM and Ward model 

are reductions. We hope that corresponding 

explorations will provide easier access to soli-

ton interactions in more complicated systems 

and reveal common features. Our recent re-

search contributes moreover to various other 

mathematical aspects of integrable systems 

[7-11,20-22]. 

Figure 2: An example of a 2-lump interaction of the su(2) 
pdCM [17]. This is asymptotically a trivial scattering 
process.
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Many-Particle Systems with Complex Equilibria: 
Statistical Physics and Symbolic Computation

M. Timme
D. Fliegner, F. van Bussel

D. Kozen (Cornell University, USA), S. Stolzenberg (Cornell University, USA),  
S. Großkinsky (Warwick Mathematics Institute, USA), C. Ehrlich (University of Dresden)

In systems of statistical physics a few mac-

roscopic quantities specify thermodynamic 

states (macrostates) which are realized by an 

ensemble of microscopic states (microstates), 

defined by the values of all degrees of freedom 

of all particles. Whereas some specific micro-

states are essentially irrelevant because they 

are extremely rare in number and thus highly 

improbable, a huge number of microstates are 

typical in the sense that each microstate indi-

vidually represents the macrostate in a faith-

ful way. For simple systems the relevance of 

microscopic states is well understood. For in-

stance, for an equilibrium ideal gas in a finite 

box, by the assumption of the thermodynam-

ics of microcanonical ensembles, each micro-

scopic state is equally probable such that the 

probability of the gas being in a small part of 

the box is much smaller than it being distrib-

uted over the entire box. In this sense a mi-

crostate of the gas that is distributed over the 

available volume may be a faithful represen-

tation of macroscopic variables whereas the 

microstate of the gas localized in a small part 

of the box is essentially not relevant for the 

macrostate.

For many-particle systems with more compli-

cated interactions than those assumed for the 

ideal gas, however, it is not well understood 

how microstates contribute to complex mac-

roscopic ground states and other equilibria. 

Furthermore, for many systems of physical 

relevance the partition function or its equiva-

lent, even for the ground state, cannot be com-

puted such that these systems are poorly un-

derstood [1]. In the current project we study 

two different paradigmatic systems where 

we develop the theory and computation of 

complex macrostates. First, we consider the 

dynamics and equilibria of reorganization 

processes of particle aggregates on surfaces. 

Here we theoretically unified and explained 

several previous model-specific works and 

used the new theoretical insights to develop 

alternative, efficient algorithms to study prop-

erties of the equilibria. Second, we consider 

the anti-ferromagnetic Potts model, a paradig-

matic system to study phase transitions in sta-

tistical physics; here we use an equivalence 

between the partition function of Potts mod-

els and representation-invariant polynomials 

in graph theory to compute these polynomials 

and thus all main observables. In particular, 

these results contribute towards understand-

ing systems exhibiting positive ground state 

entropy, an exception to the third law of ther-

modynamics.

Statistical Physics of Reorganization
Self-organizing many-particle systems – rang-

ing from interacting atoms in clusters to co-act-

ing individuals in flocks of birds – constitute 

fundamental cornerstones for understanding 

universal features of complex systems. The 

physics of particle reorganization on surfaces 

[2] exhibits dominantly stochastic dynam-

ics where the macroscopic equilibrium, if it 

exists, consists of many different coexisting 

microscopic states but is typically character-

ized by statistical large scale measures (e.g., 

average thickness, average height fluctua-

tions, fractal dimension, total spatial extent). 

For instance, a mono-layered connected ag-

gregate of a fixed number of particles is con-

tinuously rearranging and assuming a huge 

number of different aggregates of complicat-

ed structure, often of self-similar geometry. 

The equilibrium of such systems is character-
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ized by ‘typical‘ microscopic aggregates that 

already individually satisfy mean field theo-

ry and rearrange into each other: whereas a 

straight line of single particles constitute one 

particular connected aggregate that is a pos-

sible microscopic realization, aggregates of 

this maximal length occur extremely rarely 

and are thus atypical. Many previous works 

in detail studied several models of specific re-

organization mechanisms (e.g., ordinary dif-

fusion, Levy flights or surface diffusion) but 

it was not well understood how their results 

depended on the model details. In particular, 

it was unclear in all of these specific models 

what a ‘typical‘ aggregate was. This lead to 

the core question for such reorganizing sys-

tems: Which typical microscopic states char-

acterize the macroscopic observables?

In a work together with Stefan Großkinsky 

(now Warwick Mathematics Institute, UK) 

and Björn Naundorf we studied a general 

class of reversible aggregate-reorganization 

processes [3]. Using the broad mathemati-

cal perspective of general Markov processes 

rather than focusing on specific models for 

the reorganization mechanism, we found 

that these processes exhibit globally attract-

ing equilibrium distributions that are univer-

sal, i.e. identical for large classes of models. 

As the equilibrium distribution was obtained 

analytically, it also became clear which mi-

croscopic states significantly contribute to the 

macroscopic one and are thus ‘typical‘. As a 

particular application, our results explain and 

unify several previous works (e.g., from [4] to 

[5]) and predict the fractal dimension of the 

aggregates. 

The unified analysis furthermore suggests a 

new computational approach for studying 

reorganization phenomena: To obtain equilib-

rium properties of any such process, compu-

tationally expensive reorganization dynamics 

such as random walks, surface diffusion or 

Levy flights can be replaced by more efficient 

yet simpler methods.

Efficient Computation of Partition 
 Functions and Graph-Invariant 
 Polynomials 
The Tutte polynomial (TP) of a graph, being 

closely related to different kinds of enumera-

tion problems, arises independently in statis-

tical physics and graph theory. In physics, it 

equals the partition function of the Potts mod-

el, a paradigmatic lattice spin model, and is as 

such crucial to a theoretical understanding of 

phase transitions. In graph theory, the TP is a 

universal chromatic invariant of a graph and 

yields many other invariants directly relevant 

to important graph features such as its com-

munication capabilities, which in turn are of 

interest, e.g., in computer science. How to ef-

ficiently compute the TP (and other related 

functions of graphs) thus is an important is-

sue in graph theory, of practical relevance in 

computer science, and an outstanding prob-

lem in theoretical statistical physics [6]. How-

ever, finding the TP is a computationally hard 

problem: the time to find it generally increas-

es exponentially with the number of edges in 

a graph. Conventionally, algorithms for its 

computation were developed with the aim 

to cover every possible graph, thus including 

worst case instances. As a result, their actu-

al performance can often be low on specific 

types of graphs of interest such that solutions 

to specific problems become restricted to 

small graph examples [7] or even practically 

impossible. 

In this project we are developing a new class 

of computational methods to find the TP 

and solve related enumeration problems on 

classes of graphs [8] that are of immediate 

practical interest in applications. We take this 

physics perspective [9-11] and develop meth-

ods that efficiently exploit the specific proper-

ties of large classes of graphs but would loose 

their advantages if applied to ‚worst-case‘ in-

stances. The new idea is based on the above-

mentioned link of the TP of graph theory to 

partition functions in physics that are termed 

as simple summations. We interpret the sum-
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mations as symbolic operators and the ex-

pressions occurring during evaluation as el-

ements of an abstract ring that satisfies the 

ring axioms along with further identification 

rules. Very recently, we worked out the link 

between the ring representation and conven-

tional summation over variables that occurs 

in the partition function using methods from 

mathematical algebra [12].

Using these results from abstract algebra and 

the physics perspective mentioned above, we 

are developing graph theoretical algorithms 

that are based on symbolic summations. The 

methods are designed such that a resulting 

algorithm first analyzes and exploits the spe-

cific structure of the graph and accordingly 

represent it in a (close-to) optimal way before 

performing the actual calculation of the TP.

As a first study on chromatic polynomials 

(special cases of TPs) suggests, such new 

methods may drastically outperform existing 

ones on many graphs of practical interest. For 

instance, although the Potts model has origi-

nally been invented in the 1960s to describe 

phenomena in physically relevant three-

dimensional lattices, three-dimensions could 

not be accessed so far, neither analytically 

nor computationally. Using our new method, 

we now computed antiferromagnetic Potts 

ground state partition functions of lattices in 

three dimensions and of disordered versions 

thereof. Generalization of our current results 

to full TPs may also have immediate applica-

tions to other systems. For instance, one could 

compute exact partition functions of various 

ordered and disordered lattices of relevance 

in physics and possibly access the commu-

nication capabilities of complex real-world 

networks via applied graph theory. In sum-

mary, taking into account the structure of the 

specific graphs of interest, usually ignored by 

conventional methods, and using a symbolic 

method of computation based on abstract 

 algebra, yields promising results on moderate 

and large scale enumeration problems, that in 

part could not be accessed until today. 
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Hidden Structures in Non-equilibrium Steady States

It is one of the major open questions of 

physics whether there exists a general princi-

ple according to which systems far from ther-

mal equilibrium find their stationary states. 

While equilibrium systems simply seek the 

minimum of the free energy, the quest for an 

analogous functional governing non-equilib-

rium steady states (NESS) in general has so 

far been unsuccessful. The well-known major 

obstacle is the absence of detailed balance 

i.e., the presence of non-trivial probability 

currents in the steady state. Quite recently, 

we have introduced a procedure which allows 

to represent a system by the set of all possible 

closed loops of probability flux in configura-

tion space [1]. Surprisingly, detailed balance 

holds in this latter space, thus providing a 

possible link between equilibrium statistical 

physics and the dynamics of systems far from 

thermal equilibrium. This method is inspired 

by the well-known Poincaré section, which 

images, for example, a stable limit cycle onto 

a single point. If there is some noise in the 

system, the limit cycle will become ‘fuzzy‘, 

but the overall topology is retained, which is 

characterized by a strong loop current along 

the cycle, thereby manifestly breaking de-

tailed balance. In the Poincaré plane, how-

ever, one will only see the point representing 

the cycle to diffuse around; this is obviously 

much closer to detailed balance than the limit 

cycle dynamics. 

A very general and often used way to repre-

sent a non-equilibrium system is by a graph 

structure. The vertices correspond to the dif-

ferent configurations of the system. The tran-

sitions are represented by arrows going from 

one vertex to another, with rate constants 

assigned to them. Each such graph, with a 

 finite number of vertices, has a finite num-

ber of distinct self-avoiding loops (closed 

paths), and it can be shown that any steady 

state flux distribution in the graph can be re-

presented as a superposition of fluxes along 

these closed loops. If one now defines a new 

graph in which each vertex symbolizes a loop 

in the original graph, and computes the tran-

sition rates between the loop fluxes (as the ar-

rows in the new graph) from the dynamics in 

the original graph, it turns out that detailed 

balance holds in the transformed graph  [1]. 

As a consequence, it is possible to write down 

a general expression for an entropy as well 

as a free energy, which attains a minimum 

in the NESS. Moreover, it can be shown that 

any non-equilibrium system which may be 

described by a Markov process on a finite set 

of states can be mapped onto a classical sta-

tistical system with a finite set of energy lev-

els, each of which has a certain well-defined 

 degeneracy [1]. This may open up the pos-

sibility to tackle a wide class of systems far 

from thermal equilibrium with the tools of 

standard statistical mechanics. 

It is the main goal of the present project to ex-

plore these possibilities with the help of sim-

ple paradigm systems. A first candidate is the 

frequently studied simple exclusion process 

[2], in which particles diffuse on a one-dimen-

sional lattice, with double-occupancies for-

bidden. There are numerous papers in which 

important quantities like large-deviation 

functionals have been derived, and it will be 

of great interest to see whether and how these 

may be expressed in term of the pseudo-

 energies emanating from the loop-transform 

procedure we have proposed. Another simple 

system is the single-row Mexican Wave (see 

Fig.1), inspired by a collective phenomenon 

of that name sometimes observed in sports 

stadiums: spectators rise and sit down again 

in a soliton-wave-like manner [3]. The model 

system consists of a one-dimensional string of 

actors, each of which can be in one of three 

S. Herminghaus, J. Vollmer, M. Timme
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states: sensitive (1), active (2), or refractory 

(3). An actor in state 1 can be triggered to 

go into state 2 by a neighbor being already 

in state 2. The only way out of state 2 is the 

spontaneous decay into state 3, and from 

there back to 1. The behavior of each actor 

is thus cyclic: there can be a probability flux 

along the loop 1-2-3, but not backwards: it 

violates detailed balance. If initially all actors 

are set in state 1, a localized fluctuation may 

trigger two ‘Mexican Waves‘ going out to the 

left and right. 

Now if there are N actors, the system has 3N 

configurations. The number of distinct loops 

in a graph with V vertices scales roughly as 

(V­1)! e, where e is Euler’s constant. If V=3N, 

this is a formidable number, and the trans-

formed graph will be unmanageably large. 

However, if we treat each actor separately, 

we arrive at very simple expressions for the 

‘level energies’ in the individual transformed 

graphs. These energies depend upon the 

states of the neighboring actors, such that 

we can reformulate the system in a way very 

similar to a 1D Ising system. It will be inter-

esting to compare (or possibly identify) the 

Mexican Wave with a low lying excited state 

of the system. On a larger perspective, it will 

be explored whether other solitary wave phe-

nomena can be successfully described by the 

same technique. 

Another interesting aspect of a general re-

presentation of the probablitity distribution 

functions in a NESS is that it admits to dis-

cuss temporal fluctuations of global and local 

averages. Evaluating the former will allow us 

to revisit the question under which condi-

tions and for which quantities one can ex-

pect to find fluctuation theorems (cf.[4]). The 

analysis of local averages in Markov systems 

with a well-defined notion of physical space 

will give insight in local fluctuations. Similar 

to the explicitly solvable dynamical system 

models of transport, this will allow us to ex-

plore local fluctuation theorems [5], as well 

as constraints on the possibility to describe 

the temporal evolution by macroscopic trans-

port equations [6].

A further path to pursue is the generalization 

to continuous systems. On the one hand, the 

number of configurations is even much larger 

here, but on the other hand, the possible tran-

sition rates may be non-zero only for very few 

transitions. It will be explored whether the 

theory elaborated for Markov processes can 

be transformed to a continuous theory, e.g. 

with the help of path integrals. An important 

goal is then to find a procedure which trans-

forms non-integrable Fokker-Planck equa-

tions into integrable ones, thus yielding a 

global potential for the stationary flow field. 

Figure1 
The Mexican Wave, or ‘La 
Ola’. At a certain level of 
overall excitement of the 
spectators, solitary-wave-
like excitations as the one 
seen here can be triggered, 
sometimes spontaneously, 
but most of the time on pur-
pose by small groups. They 
may propagate all around 
the stadium, the typical 
speed is 12 m/sec [3].
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Phase Transitions far from Equilibrium in Wet Granular Matter

S. Herminghaus, M. Brinkmann, J. Vollmer
K. Huang, Z. Khan, A. Fingerle, K. Roeller, M. Scheel, H. Ebrahimnezhad

Collective phenomena in systems consisting 

of a large number of coupled similar sub-sys-

tems are at the same time ubiquitous and of 

great fundamental interest. In particular, there 

is growing interest in cases where the sub-

systems are active entities, such as in social 

systems, biological tissue, or large computer 

networks. A characteristic feature of active 

systems is that they break detailed balance, as 

it is explicitly seen with the actors of a ‘Mexi-

can Wave‘ in a sports stadium (see previous 

project). An example from condensed matter 

science with microscopically broken detailed 

balance are the capillary bridges in wet granu-

lar materials. The hysteresis loops constituted 

by their formation and rupture processes can 

be traversed only in one direction, such that 

the dynamical steady states of wet granular 

matter are characterized by non-trivial prob-

ability fluxes currents even on the microscop-

ic scale. We investigate dynamical properties, 

phase transitions, and critical phenomena in 

wet granular matter by means of experiments, 

simulations, and by analytic theory. 

While the common granular materials found 

in everyday life are enormously complex sys-

tems, it is of great interest to seek the least 

complex system which has just enough struc-

ture to represent the main features common-

ly associated with wet granular matter. This 

is indispensable if one sets out to discover 

the relevant collective mechanisms leading 

to the striking properties of these systems. 

Quite surprisingly, we have found that for 

many purposes, it is sufficient to consider the 

grains as spherical, and to assume that the 

only relevant interaction force (aside from the 

hard-core repulsion between the grains them-

selves) is the capillary force [1]. This strongly 

recommends our model systems not only for 

understanding the material properties of wet 

granulates, but also for studying fundamen-

tal aspects of collective systems as mentioned 

above, with detailed balance being intrinsical-

ly broken on the microscopic scale. Further-

more, the well-defined energy loss associated 

with the rupture of a capillary bridge bestows 

an energy scale to the system. As a result, a 

pile of, e.g. small glass spheres, wetted by a 

certain amount of liquid, shows a rich phase 

transition behavior which is well accessible to 

experimental investigation and to simulation. 

To get into the matter, we have investigated 

the collective dynamics of wet granular sys-

tems by simulation in one dimension and 

without external drive. Similar studies of ‘free 

cooling‘ are common in the field of sticky 

gases, which are studied as simple models 

Figure1: The phase diagram for wet granular 
matter under vertical exitation, as revealed 
by dynamical simulations with two strongly 
different hysteretic interaction potentials 
(insets). Clearly, the shape of the potential is 
almost irrelevant for the location of the phase 
boundaries. 
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for structure formation in accretion disks and 

planet formation. It could be shown that the 

presence of a phase transition depends not 

only on the energy dissipated at each colli-

sion, but that the finite extension length of 

the capillary bridges makes an essential dif-

ference [2,3,4]. To reach a deeper understand-

ing of the system, the influence of the liquid 

on the Kolmogorov-Sinai entropy has been 

investigated [5,6]. Most importantly, we have 

set up the equation of state of wet granular 

matter, assuming spherical particles, and an 

interaction by hysteretic capillary bridges 

alone [7]. A crucial step here is the evaluation 

of the number of capillary bridges per sphere. 

Excellent agreement between the analytic the-

ory and computer simulations was obtained 

in the full relevant range of packing densities 

and rupture distances. 

Based on these results, we have investigated 

in detail the expected phase behavior of verti-

cally agitated wet granular matter in a wide 

range of solid volume fraction and liquid con-

tent (i.e., rupture distance of capillary bridg-

es). Both simulations and analytical calcula-

tions predict a first-order-like phase transition 

from a liquid to a gaseous state. At liquid/­gas 

coexistence, the temperature of the gaseous 

(dilute) phase is about two times higher than 

that of the liquid (dense) phase, which clearly 

shows that this is an intrinsically non-equi-

librium state [8]. Simulations with different 

interaction potentials showed that the struc-

ture of the phase diagram is quite universal 

(Fig.1).These predictions were clearly cor-

roborated by our experiments (Fig. 2). The 

structure of the phase diagram as well as the 

corresponding mean-field theory suggest that 

this phase transition is solely driven by en-

ergy, while the usual fluidization observed at 

lower agitation amplitudes is driven by force 

[1]. Quite interestingly, the simulations show 

that the liquid/­gas phase boundary seems 

to exhibit a surface tension, which suggests 

an excess ‘free energy‘ (Fig.2c and d). It is of 

great interest to investigate these quantities 

using the techniques developed in the previ-

ous project. 

Several experimental projects are under way 

to test the predictions made by the theoreti-

cal and simulational treatments of the model 

systems. Among others, we could verify the 

existence of a liquid/­gas critical point in wet 

granular matter as predicted by analytical 

theory [7]. Transport processes like convec-

tion and diffusion are investigated with tracer 

techniques in x-ray tomography experiments 

at a synchrotron beam-line of the ESRF in 

Grenoble. Furthermore, it was shown that 

the velocity distribution in a strongly agitated 

granular medium can be successfully deter-

mined by means of Mössbauer absorption 

spectroscopy. 
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Figure 2 
(a) Top view of closed 
Petri dish containing glass 
beads (bright dots) wetted 
by water, under vertical 
agitation. (b) Same as (a), 
but colored according to 
the granular temperature. 
(c) Event-driven simulation 
of the experiment with a 
minimal model. (d) Same 
as (c), after the ‘bubble‘ has 
reached the boundary and 
rearranged to minimize the 
fluid/gas interface.
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Experiments on Thermal Convection

B. Hof, G. Seiden, E. Bodenschatz
S. Weiss

J. MacCoy (Cornell), W. Pesch (Bayreuth)

Fluid motion driven by thermal gradients 

(thermal convection) is a common and most 

important phenomenon in nature. Convection 

not only governs the dynamics of the oceans, 

the atmosphere, and the interior of stars and 

planets, but it is also important in many in-

dustrial processes. For many years, the quest 

for the understanding of convective flows has 

motivated many experimental and theoreti-

cal studies. Convection usually occurs when 

a sufficiently steep temperature gradient is 

applied across a fluid layer. The convection 

structures appear often in regular arrange-

ment, which we call a pattern. It is the inves-

tigation of such convection patterns that is at 

the center of this project. Pattern formation is 

common also in many other non-equilibrium 

situations in physics, chemistry, or biology. 

The observed patterns are often of striking 

similarity and indeed their understanding in 

terms of general, unifying concepts continues 

to be a main direction of research. 

Many fundamental aspects of patterns and 

their instabilities have been studied intensive-

ly over the past 30 years in the context of Ray-

leigh-Bénard convection (RBC) [1]. In a tradi-

tional RBC experiment a horizontal fluid layer 

of height d is confined between two thermally 

well conducting, parallel plates. When the 

temperature difference between the bottom 

plate and the top plate exceeds a certain criti-

cal value the conductive motionless state is 

unstable and convection sets in. 

In the ideal case of an infinitely large fluid 

layer perfectly straight convection rolls with 

a wavelength of ~2d are formed. In layers 

of relatively small size substantially different 

convection patterns are observed (see follow-

ing page). In the less well-known case of In-

clined Layer Convection (ILC) the standard 

Rayleigh-Bénard cell is inclined at an angle 

with respect to the horizontal, resulting in a 

basic state which is characterized not only by 

heat conduction, but also by a plane parallel 

shear-flow with cubic velocity profile. This 

shear-flow not only breaks the isotropy in the 

plane of the layer, but also, at large angles and 

when inclined and heated from above, causes 

a transition from a thermal to hydrodynamic 

shear-flow instability. For ILC we observed an 

intricate phase space, filled with nonlinear, 

spatiotemporally chaotic states [2]. 

Spatial forcing in thermal convection 
experiments
In our experimental investigations we use a 

pressurized gas cell to study forcing and con-

trol of thermal convection in horizontal and 

inclined fluid layers. As explained in detail 

in[1], compressed gases have the advantage 

over other fluids in that they enable an ex-

perimental realization of large aspect-ratio 

samples with short relaxation times (<2sec). 

In addition, the Prandtl number can be tuned 

from 0.17 to 150. The Prandtl number gives 

the relative importance of the nonlinearities 

in the heat conduction equation and the Navi-

er-Stokes equation. Our current investigations 

are restricted to Prandtl numbers <1.5, where 

non-relaxational, spatiotemporally chaotic be-

havior can be observed very close to the onset 

Figure 1: (a) Schematic of the convection cell with micromachined bottom 
plate (to scale). The fluid height is typically 0.5 mm. (b) microscope image of 
fabricated polymer stripes on bottom plate. 
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of convection. We use spatially periodic and 

spatiotemporal forcing schemes of various ge-

ometries to investigate the influence of mod-

ulations on pattern formation. Two types of 

forcing schemes are applied – one uses micro-

machined surfaces, as shown schematically 

in Fig.1, and the other uses a thermal imprint-

ing technique that is improved but similar to 

the one pioneered by Busse and Whitehead 

[3]; we illuminate the cell with a 10.6 micron 

infrared beam emitted by a CO2 laser, which is 

absorbed by the main spectral band of an SF6 

gas. A considerable body of literature on time 

periodic forcing of hydrodynamic patterns, 

particularly convective patterns, has accumu-

lated. Spatially periodic forcing, on the other 

hand, has received far less attention. 

Surface modulation of the bottom plate in the 

context of RBC enables us to investigate the 

affect of forcing on the bifurcation character at 

onset and on the stabilization of spatiotempo-

ral chaos. In addition, an intriguing long-lived 

state of localized patterns has been observed 

(Fig.2a). When used in the ILC configuration, 

surface modulation allows for the exploration 

of novel patterns [4] (Fig.2b) which emerge 

as a result of the interplay between the two 

imposed preferred orientations – the inherent 

preferred orientation parallel to the gravity 

component in the inclined plane and the di-

rection along the fabricated stripes.

Multiple flow-states in small aspect ratio 
convection
While most studies in Rayleigh Bénard con-

vection are concerned with flows in cells of 

large spatial extend or at temperatures far 

above the onset of convection this project fo-

cuses on convection in cells of small aspect 

ratio and close to onset. Here the number of 

spatial degrees of freedom is limited which 

enables an in depth study of the dynamics and 

the increase in complexity as the temperature 

difference is increased. Even for a cell with an 

aspect ratio (diameter/­depth) of only four a 

surprisingly large variety of patterns is found 

(see Fig.3) [5]. Which of these flow-states is 

encountered at a given temperature differ-

ence depends on the initial conditions. Our 

investigation is concerned with the contribu-

tion of these multiple flow-states to the com-

plex chaotic dynamics that are encountered 

at higher parameter values. Preliminary stud-

ies show that at slightly higher temperature 

differences a variety of periodic and chaotic 

states are observed and again the selection 

of the state depends on initial conditions. It 

is currently not clear if these different chaotic 

attractors remain distinct or begin to merge as 

the temperature difference is increased and in 

how far the dynamics at much larger Rayleigh 

numbers still depend on initial conditions. A 

particular advantage of the moderate param-

eter values chosen here is that this enables a 

direct comparison between experiments and 

direct numerical simulations. Indeed most 

of the steady states observed experimentally 

(and various additional states) have been 

calculated by L. Tuckerman at LIMSI [6]. We 

hope that the combination of experiments 

and fully resolved DNS will enable us to gain 

new insights into the origin and formation of 

complex dynamics in RB convection. 

Figure 2: (a) False color image of localized long-lived coherent structures ob-
served for spatial forcing in RBC. (b) Stationary “hexaroll” pattern observed 
for spatial forcing in ILC. In this case the gravity component in the inclined 
plane is orthogonal to the surface modulation orientation.

Figure 3: Shadowgraph images of convection 
 patterns viewed from above. Regions of hot/cold 

fluid rising/falling appear dark/light. The patterns 
(a)-(h) are steady patterns at Rayleigh number 

14000. Examples of time dependent rotating and 
pulsating states are shown in (i) and (j).
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Phase Separation Induced by a Temperature Ramp

Intense studies on the experimental and 

theoretical aspects of the kinetics of phase 

separation have been carried out over the 

last decades [1,2]. Most of these studies con-

sidered the behavior of systems quenched 

(cooled rapidly) from the isotropic phase into 

the biphasic region. In contrast, in many in-

dustrial and natural processes the tempera-

ture changes are gradual and slow rather than 

being quenches. Prominent examples are the 

formation of rain droplets in orographic rain-

fall or the fabrication of plain bearings, where 

a liquid binary melt is cooled according to a 

temperature protocol tailored to arrive at an 

alloy with a domain structure designed to 

minimize friction.

In these slowly cooled systems the phase-

 separation kinetics is quite different from 

quench experiments. When temperature is 

ramped diffusion is not fast enough to keep 

the system close to equilibrium. In the ab-

sence of catalyzers of phase separation [1] 

there will eventually be a massive wave of 

nucleation producing a large number of tiny 

droplets in the bulk. Immediately after this 

nucleation the diffusion can act on length 

scales of typical droplet distances of less than 

100 nm, such that it relaxes supersaturation 

by orders of magnitude faster than it is gen-

erated by the temperature ramping. However, 

due to coagulation of droplets the rates of the 

two processes become comparable again after 

a while. Consequently, a theoretical treatment 

of systems subjected to a temperature ramp 

must explicitly deal with the change of the 

equilibrium composition due to the tempera-

ture ramp, with nucleation and with coagula-

tion of droplets.

The common approach to study liquid-liquid 

phase separation avoids this complication by 

addressing the situation after a rapid quench 

of the control parameter (temperature or pres-

sure), which is subsequently carefully kept 

constant in order not to perturb the phase 

separation. Often these studies concentrate 

on the coarsening of the domain structure, 

during which the typical domain size L grows 

like a power law [2]. In contrast, an oscilla-

tory evolution of L is observed when samples 

are taken through a temperature ramp [3-7] 

where the temperature is slowly varying 

in time but kept spatially uniform. Early at-

tempts to model these oscillations addressed 

specific materials such as microemulsions [3] 

or liquid Ga-Pb mixtures [4]. In contrast, the 

focus of the present project is the uncovering 

of generic features of phase separation in sys-

tems subjected to a temperature ramp.

To this end we discussed the arising of oscil-

lations in the φ4 model for phase separation 

J. Vollmer
G.K. Auernhammer, D. Vollmer (MPI Polymer Research, Mainz)
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Figure 1: The left graph shows the phase diagram and the 
temperature protocol for cooling of a methanol/hexane mixture 
(φmethanol = 30%), which is monitored by video microscopy. A 
few snapshots from the video are arranged around plot of the 
temperature protocol. They show repeated waves of nucleation 
of droplets, coarsening and sedimentation. This dynamics is 
conveniently followed in a space-time plot, where the average 
turbidity in horizontal direction is determined for each picture 
of the video, and the resulting vertical lines of pixels are com-

bined to a new picture (right panel). To emphasize the changes 
in turbidity we introduced false colours, where blue refers to 
a transparent sample, shades of green to yellow increasing 
turbidity, and red marks a system where vast amounts of large 
droplets completely block the vision (like in milk). The blue part 
in the beginning of the experiment represents the waiting time 
until the system is fully phase separated. The right edges of sub-
sequent vertical red features mark successive waves of sedimen-
tation of droplets, which result in a clearing up of the sample. 
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in binary mixtures [4,6,7]. This allowed us to 

identify temperature protocols maximizing 

the number of observed oscillations, and to 

establish a minimal model for the appearance 

of oscillations. The oscillations can best be 

followed [6] when first waiting until the sys-

tem is fully phase separated, and then tailor-

ing the temperature ramp in order to fix the 

dimensionless control parameter N for the 

rate of change of the concentration. Surpris-

ingly, oscillations are generically observed 

when the mass density of the coexisting phas-

es is not specifically tailored to be very simi-

lar, and when N»1 [7]. The predictions have 

been compared to recent experimental find-

ings (Fig.1). 

The next step in this direction will be to in-

spect the role of turbulence and convection 

on the coarsening, and the resulting scaling 

predictions for the dependence of the oscilla-

tion frequency on the dimensionless control 

parameters. 

Another part of the project addresses the ini-

tial instabilities of diffusive demixing with 

respect to nucleation and the onset of convec-

tion (Fig.2). Suppressing terms required to 

deal with surface tension allowed us to esti-

mate the critical dimensionless heating rate N, 

where the concentration profile becomes un-

stable to nucleation. However, in order to dis-

cuss the mode selection for the diffusion prob-

lem one has to take into account the surface 

tension. To this end the coupled equations for 

concentration and momentum transport have 

been discussed in a Galerkin expansion. Our 

preliminary results are sketched in the right 

panel of Fig.2. They must carefully be cross-

checked, however, due to convergence prob-

lems of the Galerkin expansion. 

Once this problem is settled we plan to ad-

dress the demixing in systems with confined 

geometries, where we expect to find new in-

stabilities and interesting engineering appli-

cations.
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Figure 2: Composition profiles ϕ(z) for the φ4 model 
in dimensionless units where the height z ranges 
from 0 at the meniscus to 1 at the far end of the 
system, and ϕ(z) takes the values ±1 for the two coex-
isting equilibrium compositions. For each dimension-
less control parameter N there is a stable (centre 
top) and an unstable concentration profile (centre 
bottom), which can conveniently be summarized in a 
phase flow graph of the diffusion equation govern-
ing the transport in vertical direction shown in the 

left panel. For N=(31/2-1)2 the stable and the unstable 
solution merge in a saddle node bifurcation, and 
subsequently macroscopic concentration profiles 
are always unstable with respect to nucleation. Even 
before nucleation set in, the concentration profile 
ϕ(z) can become unstable to convection, since it 
shows a density inversion. The phase diagram to the 
right shows the threshold for the arising of nucle-
ation together with first estimates for the border to 
convection. 

Anchoring-induced Pattern Formation in Smectic Films

C. Bahr
W. Guo, Y. Iwashita

The characteristic structural length scales 

in liquid-crystal phases range from few nano-

meters (smectic density wave) to hundreds 

of micrometers (cholesteric helix) and can 

be influenced in many ways, e.g., by external 

fields, spatial confinement, anchoring on sub-

strates, etc. In recent years, the concept has 

emerged to use structural features of liquid-

crystal phases as matrices or templates to 

control the self-assembly of micro- and nano-

systems. For instance, the distortion of the di-

rector field in a nematic phase by small water 

droplets or solid particles leads to novel long-

distance interactions between these particles 

which may be used for the design of new col-

loidal systems [1]. Whereas most studies are 

concerned with nematic liquid crystals, the 

present project focusses on defect structures 

in smectic liquid-crystal phases, so-called fo-

cal conic domains (FCDs). We explore experi-

mental methods for the targeted generation of 

FCDs, for controlling their size, for the self-

organized arrangement in regular or arbitrary 

patterns, and for using them as matrices for 

self-assembling systems. 

The formation of FCDs is the answer of a 

smectic liquid-crystal film to antagonistic 

boundary or anchoring conditions at its inter-

faces. FCDs are systems of curved equidistant 

layers wrapped around two defect lines, an 

ellipse and a hyperbola passing through each 

others focal point. In thin films on a solid sub-

strate, these lines degenerate into a circle and 

a straight line. As shown in Fig.1a, FCDs rec-

oncile between a random planar anchoring 

(substrate interface) and a homeotropic an-

choring (air interface). 

On a substrate with random planar anchor-

p
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ing conditions, which does not possess any 

additional structures, FCDs arrange in a 2D 

hexagonal lattice (cf.Fig.1b) resulting in a 

hexagonal pattern of surface depressions that 

can be studied by AFM (cf.Fig.1c) [2,3]. The 

diameter of the FCDs is determined by the 

thickness of the smectic liquid-crystal film, 

for thicknesses larger than a few μm, the di-

ameter increases linearly with the film thick-

ness [3].

We are developing methods for controlling ar-

rangement and dimensions of FCDs. One ap-

proach is to modify the substrate surface in a 

way that regions with different anchoring con-

ditions, planar or perpendicular, coexist. This 

planar/­perpendicular anchoring pattern will 

then translate into a presence/­absence pattern 

of FCDs. Experimentally, this can be achieved 

by evaporating a thin gold layer, in the pres-

ence of a suitable mask, on a substrate with 

planar anchoring conditions. Since the gold 

surface induces a perpendicular anchoring 

(the same as at the air interface), a homoge-

neous film with uncurved, plane-parallel lay-

ers exists on the gold-coated regions, whereas 

FCDs form on the masked uncoated regions. 

Fig.2a shows an AFM image of a smectic film 

on a substrate possessing square-like gold-

coated regions separated by 15μm wide lines 

of uncoated surface regions. It is obvious that 

the FCDs arrange in linear arrays following 

the anchoring pattern of the substrate surface. 

The dimensions of the uncoated substrate re-

gions determine also an upper limit for the 

diameter of the FCDs. Fig.2b shows linear 

arrays of FCDs on a 20 μm wide domain-in-

ducing linear substrate area. With increasing 

Figure 1: a) Schematic of the smectic layer structure 
in a cross section through two FDCs in a smectic film 
on a solid substrate. On the substrate surface, the 
liquid-crystal molecules align parallel to the sub-
strate plane without a preferred in-plane direction 
(random planar anchoring); at the air interface, they 
align perpendicular to the interface plane (homeo-
tropic anchoring); in each layer, they are aligned 
along the local layer normal. In a FCD, the layers are 
wrapped around two defect lines (marked in red) 

possessing the shape of a straight line (running from 
the substrate to the air interface) and a circle (on the 
substrate surface). Each FCD causes a depression in 
the air interface of the film. b) Optical micrograph of 
a 2D hexagonal pattern formed by FCDs in a smectic 
liquid-crystal film. The diameter of a single domain is 
approximately 10 μm. c) AFM image of the surface of 
the same film. The depth of the surface depressions 
is approximately 100 nm. 

Figure 2
a) AFM image of a crossing 
of two linear arrays of FCDs. 
b) AFM images of linear 
arrays of FCDs. The images 
are obtained from smectic 
films possessing a differ-
ent thickness (top:3μm 
middle:5μm bottom:15μm) 
on a substrate with 20 μm 
wide lines on which the 
formation of FCDs is in-
duced. In the thin film, the 
diameter of a single domain 
allows for three rows of do-
mains. When the diameter 
is increased (by increasing 
the film thickness), the 
arrangement changes first 
to two rows and finally to a 
single row. Note the small 
satellite domains filling free 
space between the regular 
domains.

Fig. 2
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film thickness (and thus increasing domain 

diameter), the arrangement changes from a 3-

row over a 2-row to a single row array; further 

increasing the film thickness leaves the diam-

eter of the FCDs unchanged.

Besides linearly structured masks (e.g. TEM 

grids), we also use monolayers of polystyrene 

microbeads as masks, resulting in circularly 

patterned substrates. The diameter of the 

microbeads (=the diameter of the masked 

substrate regions) then determines the upper 

limit for the diameter of FCDs formed on such 

substrates; the domains retain their diameter 

even in films with a thickness of several hun-

dred μm [4].

We also study pattern formation in smectic 

films on substrates which impose an unidirec-

tional planar anchoring (instead of a random 

planar anchoring). On such substrates, e.g. 

cleaved layered crystals like mica or MoS2, 

the molecules align parallel to the substrate 

plane and additionally along a certain in-

plane direction. In thin smectic films, the lay-

ers then form a system of hemicylinders, re-

sulting in a linear depression pattern in the air 

interface of the film (cf. Fig. 3a). The circular 

defect lines of the random planar case are now 

replaced by equidistant straight defect lines 

on the substrates. Adjacent hemicylinders 

are separated by defect walls standing per-

pendicular on the substrate. Because of their 

much larger energy cost compared to defect 

lines, these defect walls are expected to be-

come unstable with increasing film thickness. 

Indeed, we observe in thicker films that the 

linear depression pattern in the air interface, 

indicating straight hemicylinders, is replaced 

by a corrugated surface pattern indicating a 

more complex arrangement of the smectic 

layers. We are currently conducting polarized 

fluorescence confocal microscope studies (cf.

Fig.3c) in order to clarify these structures.

Figure 3: a) AFM image of a smectic film (thickness 
≈ 1μm) on a substrate with unidirectional planar 
anchoring conditions. The smectic layers form 
hemicylinders lying on the substrate. b) AFM image 
of a thicker film (≈ 10μm) on the same substrate. The 
linear pattern of a) is now decorated by additional 
features. c) Polarized fluorescence confocal micro-
graphs of a film as shown in b). The confocal plane 
is close to the substrate plane. Arrows are indicating 
the polarizer position. The liquid crystal is doped 
with rod-like fluorescent molecules; a high fluores-
cence intensity indicates that the dye molecules, and 
thus the liquid-crystal molecules, are aligned along 
the plane of polarization.
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Fluid dynamics and fluid systems span across a 

wide range of length scales, from the motion of 

interstellar gas to the formation of clouds and 

rain in the atmosphere, from mixing milk and cof-

fee on our breakfast tables to the functioning of 

a single living cell. Despite long-lasting intensive 

research, complete understanding of the behav-

ior of the fluid systems at both extreme scales is 

still elusive. In large-scale systems, the flow is 

usually turbulent, which features irregular flow 

fields with intense fluctuations and a large range 

of length and time scales involved. A successful 

theory of turbulence must therefore describe the 

nonlinear interactions among the multitude of 

relevant scales. In small, micro-scale systems, the 

flow is usually regular and smooth, but boundary 

effects are crucial for these systems due to the in-

creased surface-volume ratio at small scales. It is 

therefore imperative to understand the rich physi-

cal and chemical phenomena at the interfaces, 

which extend the current research beyond the tra-

ditional fluid dynamics.

On small scales, the continuum picture of fluid 

flow appears to work amazingly well down to mo-

lecular length scales. However, there is no satis-

factory theory yet for the friction of a liquid with 

the wall of the container. The appropriate bound-

ary condition for liquid flow at the molecular scale 

is not known. The so-called extrapolation length, 

which quantifies the friction, may vary over many 

orders of magnitude, even for comparably simple 

fluid systems. When mobile interfaces are present, 

such as a free liquid surface, the dynamics of fluid 

interfaces and three-phase contact at a fluid/­solid 

boundary may become important, which poses 

additional problems lacking a satisfactory solu-

tion so far. Progress in this problems is of great im-

portance for almost all soft matter systems, since 

fluid interfaces and the pertinent interfacial forces 

are ubiquitous in biological matter as well as in 

most complex fluids. It is therefore necessary to 

investigate the dynamics of fluids with variable 

internal complexity on different length scales. In 

particular, is it of great interest to study the inter-

play of intrinsic length scales of a complex fluid 

with the geometry of the container boundary. 

Results from these investigations will have far 

reaching consequences to, for example, the flow 

dynamics in blood vessels, microfluidic devices, 

or within living cells. 

The study of large scale systems focuses on fluid 

turbulence. It ranges from the transition to turbu-

lence in shear flows (pipe, Couette and Taylor-

Couette flows), to thermally driven turbulent 

flows in Rayleigh-Benard systems, to kinematical-

ly driven, fully developed turbulence. In addition 

to turbulence in simple fluids, turbulence in com-

plex fluids shows intriguing properties. For exam-

ple, a small amount of long-chain polymers added 

into the flow gives rise to dramatic drag reduction 

in wall-bounded turbulent flows and to elastic tur-

bulence at very small Reynolds numbers. In addi-

tion, our research extends to particle-turbulence 

interactions, in which a Lagrangian description 

is natural. The development of measurement 

techniques also focuses on obtaining Lagrang-

ian information of the turbulence itself or of the 

particles carried by the flow. The experimental fa-

cilities give access to controlled, repeatable labo-

ratory turbulent flows with Reynolds number up 

to the range of atmospheric turbulence. A unique 

feature of the facilities is the construction of the 

high-pressure vessel (the U-Boot). When used 

with SF6, the U-Boot provides a low-viscosity en-

vironment in which an ordinary turbulent gener-

ating device can produce much higher Reynolds 

numbers compared with in air at normal pressure. 

Through the International Collaboration for Tur-

bulence Research, the experimental facilities are 

open to researchers outside the institute.

Fluid Dynamics and Fluid Systems

Topical Group



Fluid Dynamics and Fluid Systems

�1MPI for Dynamics and Self-Organization |

Monodisperse emulsions with a low volume 

fraction of the continuous phase (gel emul-

sions) provide an alternative to conventional 

microfluidic approaches, where single phase 

liquids are transported through micro-chan-

nels [1]. The well defined geometry of a gel 

emulsion is comparable to the structure of 

foam and is governed by the relative drop-

let size and the geometry of the microfluidic 

channel. Targeted geometrical rearrangements 

of droplets enable a plethora of new possibili-

ties including combinatorial chemistry.

For a precise control of the droplet volume we 

developed a one-step method for the in situ 

production of mono-disperse gel emulsions, 

suitable for microfluidic processing [2], which 

can be easily fabricated in a single photolitho-

graphic exposure step [3]. This technique 

uses the destabilization of a quasi 2D liquid 

jet being transferred into a 3D geometry at a 

topographic step. It allows to produce emul-

sions with a monodispersity better than 1.5% 

at dispersed phase volume fractions up to 

96%. The production frequency can be varied 

between a few tens to several hundred drop-

lets per second. 

The motion of a gel emulsion in a solid chan-

nel system is mainly governed by two physi-

cal aspects of the system. One is the dynamics 

of thin liquid films and three-phase contacts 

at solid surfaces, which has been investigated 

in many studies in the recent years [4,5]. The 

other aspect concerns the mechanical proper-

ties of a gel emulsion itself. It is well known 

that rather dry foams, which correspond to 

small continuous phase volume fractions in 

our case, move within pipes by plug flow. This 

is due to the finite threshold stress required to 

deform the foam network (e.g., the finite en-

ergy required for a T1-transition). Due to this 

finite threshold, the rearrangement is highly 

hysteretic and depends on the volume fraction 

of the dispersed phase. We explore the equi-

librium arrangements as a function of droplet 

size, channel geometry, and volume fraction. 

Furthermore, we explore the passive manip-

ulation of the droplet arrangements by the 

channel geometry, the active manipulation 

by externally applied magnetic fields using 

ferrofluids as continuous phase, and the mo-

tion within the droplets, induced by the fric-

tion of the emulsion lamellae, for a controlled 

manipulation of the emulsion droplets in or-

der to position, sort, exchange, compile and 

 redistribute liquid compartments [6,7,8].

In contrast to conventional microfluidics 

where the reactants are always exposed to 

the surrounding channel walls, the individ-

ual droplets of our discrete microfluidics are 

separated from the surrounding matrix once 

they are formed. Hence in combination with a 

Discrete Microfluidics

R. Seemann, C. Bahr, M. Brinkmann, T. Pfohl, S. Herminghaus
Y. Iwashita, A. Steinberger, H. Evans, C. Priest, E. Surenjav, S. Thutupalli, V. Chokkalingam,

W. F. Maier (Saarbrücken, Germany), M. Mayor (Basel, Switzerland), P. Schwille (Dresden, Germany)

Figure 1: a) Flow pattern within droplets in a zigzag arrangement flowing from 
right to left. The droplets are indicated by grey circles. b) Number of droplet shifts 
when a gel emulsion in a zigzag arrangement flows through a bend. The encircled 
numbers are the dispersed phase volume fraction. Inset: three examples of emul-
sion arrangements before and after the bend. To illustrate the phase shift, pairs of 
droplets are marked with red and black dots. In case of acute bends some droplets 
get trapped at the tip of the bend (marked with yellow dots) 
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method to merge individual droplets, discrete 

microfluidics allows to study (bio-)chemical 

reactions and processes, which would clog a 

conventional microfluidic device. 

We found that the coalescence of single lamel-

lae between individual droplets can be target-

ed using the destabilizing effect of an electric 

field [9] on emulsion lamellae [10] (electro-

coalescence). This technique is very effective 

for small lamellae thicknesses, where a short 

pulse (few volts) is sufficient to combine 

droplets containing even delicate biological 

reactants. 

As an example, we applied electro-coales-

cence to produce small silica particles [3]: 

Two droplet fabrication units were synchro-

nized to produce alternating droplets con-

taining tetramethoxysilane (TMOS) and an 

ammonia solution, respectively. The droplets 

were coalesced, mixed, and gelled within a 

few seconds. A perspective of this fabrication 

technique is to produce a large number of dif-

ferent ceramic particles with various chemical 

compositions for catalytic purposes.

In a similar approach we study the evolution 

of a fibrinogen network as a function of the 

thrombin concentration by mixing an aque-

ous solution of fibrinogen monomers and the 

enzyme thrombin. The mechanical properties 

of the fibrinogen network which has formed 

in the droplets can be measured through its 

response when flowing through appropriately 

shaped constrictions in the microfluidic chan-

nels. Experiments in the presence of vascu-

lar smooth muscle cells in the (developing) 

fibrinogen network will show how cells re-

spond on the changing environment.

Aside from using the individual droplets as 

reaction containers, we also exploit the fact 

that regular arrangements of droplets provide 

as well regular arrangements of surfactant bi-

layers. These can be used to align hydropho-

bic molecules with hydrophilic end groups 

across the lamellae in a well organized fash-

ion. Exposing the emulsion to certain chan-

nel network geometries, we can control the 

orientation of the molecules inserting into the 

lamellae. Using molecules with an asymmet-

ric voltage-current characteristics, it should 

be possible to construct molecular electronic 

circuits based on the controlled (re-)manipu-

lation of the droplet arrangements. 

Furthermore, the bi-concave shape of foam 

lamellae is suited to focus X-rays (compound 

refractive lens, CRL). Due to the small refrac-

tive index of the organic foam lamellae, sever-

al ten to hundred lamellae (typically 50–200) 

are needed to achieve a desired focal length 

in the range of 20–200 cm. A dynamic CRL 

is achieved by a continuously renewing linear 

train of droplets produced by step emulsifica-

tion [2]. Due to the continuous refreshing of 

the droplets radiation damage is negligible 

and the dynamic CRL should be ideal for us-

age in high intense X-ray beams (e.g. X-FEL). 

The focal length of the CRL can be continu-

ously tuned forming a zoom lens by vary-

ing the volume of the bubbles. As refractive 

materials we use alkanes and liquid crystals, 

which have desirable X-ray absorption prop-

erties and which can be effectively stabilized 

using the surface freezing effect [11,12]

Figure 2: a) Pairs of droplets (indicated by a dye) produced with a double step-
emulsification. The alternating droplet production self-synchronizes via pressure 
cross-talk. b) left:. gel droplet in a microfluidic channel right after coalescing a pair 
of droplets containing TMOS and ammonia, respectively. middle and right: subse-
quent processing of the gel particle outside the microfluidic device. After drying 
at room temperature (middle) and baking at 350°C (right) the droplets shrink 
from about 100 μm to about 10 μm. c) Extend of fibrinogen network formation 
normalized by the standard deviation of the image intensity σ* as function of time 
for various enzyme concentrations [F/T]. Inset: fluorescence micrographs of the 
fibrinogen network inside droplets.
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Figure 3: Micrograph of the inlet part of an emulsion – CRL micro machined into PMMA. To real-
ize different focal lengths, the number of curved interfaces can be varied as shown in the inset.

Single Cell Stimulation in Microfluidic Environments

C. Beta, E. Bodenschatz
D. Wyatt, T. Fröhlich, H.U. Bödecker, M. Theves

W.-J. Rappel (UC San Diego, USA) 

Quantitative studies of cellular systems 

require experimental techniques that can ex-

pose single cells to well-controlled chemical 

signals with high spatiotemporal resolution. 

A prime example for the need of quantitative 

stimulation experiments is the study of eu-

karyotic chemotaxis, which is of fundamental 

importance for many biomedical phenomena. 

The initial steps of the chemotactic signaling 

cascade take place within only a few seconds 

[1]. Progress in unraveling the dynamics of 

such intracellular pathways thus relies on ex-

perimental techniques that provide quantita-

tive control of chemical stimuli on the length 

scale of individual cells, with a temporal reso-

lution higher than the time scales of intracel-

lular signaling events.

In our Research Report 2006, we have shown 

preliminary data on the use of caged com-

pounds in micro-flow systems. We have now 

developed this approach into a well- estab-

lished flow photolysis technique to generate 

tailored stimuli on the length scale of indi-

vidual cells with sub-second switching times 

p
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[2]. In a flow photolysis experiment, cells 

are placed in a microfluidic channel under a 

continuous fluid flow that carries the caged, 

i.e., inert form of a signaling agent. The latter 

can be activated by photo-chemically splitting 

off the cage through exposure to short wave-

length irradiation. By illuminating a region in 

the flow immediately upstream of the cell, the 

uncaged signaling substance is carried across 

the cell by the fluid flow. Changing the shape 

of the light source and thus the residence time 

of the caged substance under the UV-light can 

generate concentration profiles of arbitrary 

shape. This is demonstrated in Fig.1 by the 

release of a caged fluorescent dye. We have 

applied this flexible approach to study che-

moattractant-induced intracellular responses 

in Dictyostelium cells. Here, both cytoskel-

etal dynamics and membrane translocation of 

fluorescent fusion proteins have been consid-

ered (see our reports on Directional sensing in 

eukaryotic cells and Time­periodic patterns in 

the actin cortex).

Besides flow photolysis, also conventional 

microfluidic techniques are used in our group 

for live cell experiments. In particular, the use 

of a microfluidic gradient mixer, that has been 

successfully employed in Dictyostelium wild-

type migration studies (Research Report 2006 

and Ref.[3]), is currently extended to charac-

terize the chemotactic behavior of Dictyosteli­

um cell lines with deficiencies in cytoskeletal 

regulators. We will focus on mutant strains 

that are, at the same time, studied at the level 

of their intracellular dynamics (see our report 

on Time­periodic patterns in the actin cortex).

Another focus of our work has been the nu-

merical investigation of flow effects that arise 

from the interplay of fluid velocity, diffusive 

transport, and cell geometry [4]. Microflu-

idic setups for live cell experiments gener-

ally operate under continuous flow condi-

tions and rely on diffusive mixing and fluid 

flow to produce a well-defined, temporally 

stable concentration profile. In most cases, 

such devices are characterized for operating 

conditions where fluid runs through smooth 

micro-channels. However, biological cells 

are three-dimensional, impermeable objects 

that extend into the channel and perturb the 

flow field in their vicinity. If a non-uniform 

distribution of chemicals, e.g., a gradient, is 

carried along with the fluid, these distortions 

can have a profound influence on the actual 

concentration across the surface of the cell. 

This is schematically illustrated in Fig.2(a). 

We have performed three-dimensional finite 

element simulations to study the influence of 

flow speed and geometry on the distribution 

of chemicals across the surface of a cell in a 

microfluidic channel. The effect of cell height, 

elongation, and orientation to the flow has 

been systematically investigated. In Fig.2(b), 

an example is shown that demonstrates de-

viations in the surface concentration of a pas-

sive scalar depending on the orientation of an 

elongated cell with respect to the flow.

Figure 1: (a) Photo-release of DMNB-caged fluorescein in a triangular 
 uncaging region (red), scale bar 50μm. (b) Fluorescence intensity along 
the yellow line in (a) for a mean flow speed of 67 m/sec (red) and 133m/
sec (blue). (c) Release of caged fluorescein inside a rectangular uncaging 
region (red), scale bar 10μm. (d) Fluorescence intensity averaged inside the 
15x15μm yellow region in (c) for a pulsed uncaging light source. Fluid flow 
from left to right. 
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Figure 2: (a) Illustration of flow-induced “shielding”: at high flow speeds, the concentration gradient 
across the cell is reduced as compared to the imposed gradient upstream. (b) Gradient exposure of a 
cell under flow conditions. Fluid flow runs from left to right, a linear concentration gradient is imposed 
perpendicular to the flow. The deviation in concentration on the surface of an elongated cell is shown for 
different orientations with respect to the flow.

Soft Biological Objects in Microflow

T. Pfohl
H.M. Evans, D. Steinhauser, E. Stellamanns

M. Engstler (TU Darmstadt), H. Stark (TU Berlin), R. Winkler, G. Gompper (FZ Jülich), S. Herminghaus

The dynamic behavior of soft biological ob-

jects is ideally probed using microflow envi-

ronments [1,2]. In the case of single celled or-

ganisms, flow allows us to better approximate 

biological conditions such as those in blood 

vasculature. In addition, the flow profile can 

predictably alter the drag force on the cells. 

On smaller scales, single filaments reveal dis-

tinct behaviors depending on the details of 

their flow environment. In addition to simple 

flow profiles, the incorporation of complex 

geometries will enable us to probe the me-

chanical properties of soft objects. 

The unicellular parasite Trypanosoma brucei 

has long been known to cause African sleep-

ing sickness, but the defense of these try-

panosomes against the hosts’ immune system 

remained a mystery. New research we have 

performed in collaboration with M. Engstler 

(Darmstadt) indicates that hydrodynamic 

shear flow is responsible for the performance 

of trypanosomes [3]. The cell membrane con-

tains the glycoprotein VSG which serves as a 

physical barrier to components of the immune 

system, but also binds to and cycles antibod-

ies laterally along the membrane. Time lapse 

experiments showed that Immunoglobulin 

G antibody-VSG complexes (IgG-VSG) were 

p
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driven toward the posterior cell pole by hy-

drodynamic drag and were subsequently en-

gulfed and degraded by the trypanosome cell 

machinery (see Fig.1). The movement of IgG-

VSG in the cell membrane is dependent on 

the directional motility of the trypanosomes. 

In order to better isolate the effects of flow 

and confinement on trypanosomes, we utilize 

microfluidic devices. The dynamic motility 

of trypanosomes is monitored in well con-

trolled flow profiles of small microchannels 

(~2μm–15μm). Stroboscopic illumination 

enables multiple snapshots per camera expo-

sure, thereby allowing us to accurately track 

the cells, shown in Fig.2. Detailed analysis of 

the protein cycling within the trypanosome 

membranes as they travel in flow fields and in 

more complex geometries (and, consequently, 

quantitatively different surface drag forces) 

will tremendously aid the current understand-

ing of these cells’ vitality. Periodic expanding 

elements in the channel designs will also al-

low us to determine the visco-elastic recovery 

of soft objects in flow. Red blood cells serve as 

an ideal starting system for these studies, be-

cause their basic properties are known from 

other techniques and they are not self-propa-

gating, as trypanosomes. These experiments 

show great potential in biotechnical applica-

tions in addition to their worth as fundamen-

tal studies, since individual organisms or ob-

jects may be sorted based on their mechanical 

properties. 

Scaling down from single organisms, we also 

investigate the behavior of the protein ac-

tin in flow. Actin filaments, aside from their 

biological roles in cellular motility and me-

chanical stability, are also ideal semi-flexible 

polymers. Our previous studies quantified 

the effect of microscale confinement on actin 

[4-6]. Novel experiments characterize the sto-

chastic and deterministic motion of actin in 

hydrodynamic flow [7]. Actin filaments flow 

inside symmetric microchannels (on the same 

length scale as the filaments’ persistence and 

contour length) with a Poiseuille velocity pro-

file. Stroboscopic imaging is used to capture 

the motion of the same filament as it flows 

through the channel (see Fig.3b), and the 

focus plane is approximately at the channel 

center (Fig.3a). We find qualitatively distinct 

behaviors, shown in Fig.3b. Filaments flowing 

directly in the center of the channel exhibit a 

U-profile which mimics the flow field. The x-y 

profiles of these filaments overlay well with 

an analytical model using the hydrodynamic 

beam equation of an elastic rod, as shown in 

Fig.3d. In regions outside of the center, the 

filaments tend to be either extended or tum-

bling. We attribute the tumbling of filaments 

to an instability that occurs when the filament 

is caught in the parabolic profile with its lead-

ing end in higher shear. A striking phenome-

non is revealed through a detailed analysis of 

the center-of-mass probability distribution of 

the filaments: with increasing flow velocity, 

we find a maximum in the distribution at one- 

and three-quarter width from the channel 

wall (see Fig.3c). That is, we find a migration 

away from the channel center as well as from 

Figure 1: Visualization of 
Immunoglobulin G anti-
body removal from the cell 
surface of the bloodstream 
stage Trypanosoma brucei. 
Scale bar: 3 μm.

Figure 2: Stroboscopic 
imaging of trypanosomes 
in microchannels (width: 
15μm; depth: 3.5μm; flow 
velocity: 1.6mm/s). 
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the channel walls. This cross-streamline mi-

gration has been predicted in simulations for 

flexible polymers and rigid rods. However, the 

evidence of cross-streamline migration until 

now was sparse, and surprisingly we find a 

stronger effect in our experiments than that 

predicted. The origin of this migration is the 

hydrodynamic interactions of the filaments 

with the walls and the different cross-stream-

line motilities of the filaments depending on 

their extension. Due to the linear shear rate 

increase from the channel center outward to-

ward the walls, the filaments are more extend-

ed away from the center. Because extended 

filaments have smaller cross-streamline diffu-

sivity than relaxed ones, there is a net migra-

tion of the polymers away from the center in a 

velocity dependent manner. On closer inspec-

tion, we have found that individual filaments 

may experience different diffusivities along 

their length, requiring more detailed analysis 

of images to completely understand the cross-

streamline migration process.

Figure 3: Semiflexible actin 
filaments in microchannels 
(10μm x 10μm) are shown 

schematically in (a). Typical 
images of actin in flow (b) 

show different profiles. The 
center-of-mass probability 

distribution of filaments (c) 
and the x-y profiles of bent 

filaments in the channel 
center (d) show behaviors 
that we aim to understand 

quantitatively.
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Surface Ordering in Complex Fluids

C. Bahr, R. Seemann, S. Herminghaus
Y. Iwashita, E. Kadivar

H. Stark (TU Berlin)

Understanding the behaviour of soft matter 

at interfaces is essential for numerous topics 

in fields like nanotechnology, biophysics, col-

loidal systems, etc. We study heterogeneous 

fluid systems, in particular ordering phenom-

ena at liquid/­liquid or liquid/­gas interfaces. 

The main focus is on liquid-crystal/­water in-

terfaces, but liquid-crystal/­air, alkane/­water, 

and alkane/­air systems are also considered. 

Besides tackling fundamental questions in 

areas such as wetting or surface phase tran-

sitions, we aim at the development of new 

application-oriented systems, e.g. a dynamic 

microfluidics-based lens for x-rays. 

In continuation of our first experiments [1], 

we have conducted a comprehensive experi-

mental and theoretical study of the interface 

between aqueous surfactant solutions and 

liquid crystals in the vicinity of the nem-

atic- isotropic transition. In the temperature 

range above the nematic-isotropic transition 

temperature of the bulk liquid crystal, TNI , 

 different ordering behaviours at the interface 

are observed which are crucially influenced 

by the amount of surfactant adsorbed at the 

interface. For high surfactant concentra-

tions, a pronounced surface-enhanced order 

is observed: a nematic surface phase is pres-

ent several degrees above TNI the thickness 

of which diverges as TNI is approached from 

above (cf. Fig.1a). With decreasing surfactant 

content, the behaviour changes to surface-de-

creased order: then, a less ordered, nearly iso-

tropic surface phase exists below TNI , and the 

thickness of this less-ordered surface phase 

grows as TNI is approached from below (cf. 

Fig.1b). 

The crossover in the interface-induced order-

ing behaviour is interpreted within the frame-

work of a Landau-de Gennes model in which 

the influence of the interface is described by 

two quantities, anchoring strength γ and pre-

ferred nematic surface order parameter S0 [2]. 

The model yields order parameter profiles 

which, after being translated to refractive in-

dex profiles, completely account for all exper-

imental data obtained by ellipsometry. Figs. 

1c and 1d show theoretical wetting diagrams 

in the γ­S0 plane together with the experimen-

tal γ­S0 data pairs determined for five systems 

with different surfactant concentrations. As 

to be expected, the preferred surface order pa-

rameter S0 decreases with decreasing surfac-

tant concentrations to a value close to zero in 

the system with the lowest surfactant content. 

The second surface parameter, the anchoring 

strength γ, also decreases first with decreas-

ing surfactant concentration but surprisingly 

increases again in the system with the lowest 

surfactant content. This is probably due to in-

teractions stemming from the bare water in-

terface: whereas at a surfactant-laden liquid-

 crystal/­water interface the anchoring of the 

liquid-crystal is perpendicular, a bare water 

interface imposes a strong random planar an-

choring upon the liquid crystal.

We have also studied liquid-crystal/­water 

interfaces in the vicinity of smectic-A-isotro-

pic transitions [3]. Again, we observe at high 

surfactant concentrations a pronounced sur-

face-enhanced order. In contrast to the nem-

atic-isotropic case, the ordered surface phase 

grows stepwise in a layer-by-layer fashion 

as the bulk transition temperature TAI is ap-

proached from above (cf.Fig.2a). At higher 

surfactant concentrations, each step in the 

ellipsometric data corresponds to the forma-

tion of a single smectic layer at the interface; 

the ordered surface phase thus consists of an 

integral number of smectic layers (cf. Fig.2b). 

With decreasing surfactant concentration, 

the temperatures of the layering transitions 



Fluid Dynamics and Fluid Systems

��MPI for Dynamics and Self-Organization |

shift downward to TAI and single-layer tran-

sitions merge to multiple-layer transitions. 

The resulting surface phase diagram (Fig.2c), 

in which single-layer transition lines merge 

at triple points to multiple-layer transition 

lines, is the first experimental confirmation of 

long lasting theoretical predicitions [4] about 

smectic surface transitions.

Because of the enhanced surface order in the 

isotropic temperature range, smectic liquid 

crystals are promising systems for applica-

tions in discrete microfluidics. In discrete 

microfluidic systems, droplets of a dispersed 

phase (e.g. water or aqueous solutions) are 

separated by thin membranes of a continu-

ous phase (e.g. oil or organic liquids) and are 

Figure 1: a) and b) Temperature dependence of the 
ellipticity coefficient ρ at the interface between the liquid 
crystal 8CB and aqueous surfactant solutions of the sur-
factant CTAB; TNI designates the nematic-isotropic bulk 
transition temperature, the CTAB concentration in the 
aqueous volume phase amounts to 0.8 μM (a) and 0.4 μM 
(b). The magnitude of ρ is linearly related to the thickness 
of an interface phase that differs in its optical properties 
from the two semi-infinite volume phases; the data in a) 
reflect the growth of a nematic surface phase above TNI 

whereas the data in b) indicate the growth of a less-or-
dered, nearly isotropic surface phase below TNI. Included 
are also schematic drawings of the interface structure for 
high surfactant content and T>TNI (a) and low surfactant 
content and T<TNI (b); liquid-crystal molecules are drawn 
as blue ellipses, surfactant molecules are symbolized in 
red and the aqueous phase is symbolized by blue dots. c) 
and d) Theoretical diagrams of the wetting behaviour as 
function of anchoring strength γ and preferred surface 
order parameter S0. The diagrams describe the nematic 
wetting as TNI is approached from above (c) and the 
isotropic wetting as TNI is approached from below (d). 
The colored dots indicate the γ-S0 data pairs that could fit 
the experimental behaviour of five systems with different 
surfactant concentrations between 0.4 μM and 30 μM.

Figure 2: a) Temperature dependence of the ellipticity 
coefficient ρ at the interface between the liquid crystal 
12CB and water for four different concentrations of the 
surfactant monoolein in the liquid-crystal phase (given 
by the mole fraction values xs in the figure); TAI designates 
the smectic-A-isotropic bulk transition temperature. The 
stepwise increase of ρ reflects the layer-by-layer growth 
of the smectic surface phase as TAI is approached from 
above. b) Schematic drawing of the interface structure 
at T>TAI with a two-layer smectic surface phase; liquid-
crystal molecules are drawn as blue ellipses, surfactant 
molecules are symbolized in red and the aqueous phase 
is symbolized by blue dots. c) Surface phase diagram 
as function of surfactant coverage Γ and temperature 
difference to the bulk transition temperature Tb (=TAI). 
The numbers 0 to 3 indicate how many smectic layers are 
present in the ordered surface phase.
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Figure 3: a) A microchannel with water droplets separated by thin lamellae of the liquid crystal 12CB contain-
ing a small amount of the surfactant monoolein. The temperature is a few degrees above the smectic-A-iso-
tropic transition of 12CB, i.e., the volume phase of 12CB is isotropic but at the interface to the water droplets a 
small number of smectic layers exist. The stability of the emulsion changes at higher temperatures where the 
surface-enhanced order disappears. b) Generation of monodisperse air bubbles in the isotropic phase of the 
liquid crystal 12CB. At bare liquid-crystal/air interfaces, a similar surface order is observed as at surfactant-
 laden liquid-crystal/water interfaces; thus, a foam can be generated without using a surfactant. Present stud-
ies explore the suitability of the system shown above for a dynamic, microfluidics-based lens for x-rays. 
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transported through microchannels. Using 

isotropic liquid crystals in the temperature 

range of smectic surface ordering as continu-

ous phase should enable the control of struc-

ture and stability of the organic membranes 

that separate the aqueous droplets in discrete 

microfluidic systems. Fig.3a shows a micro-

channel with water droplets dispersed in the 

isotropic, surfactant containing phase of a 

smectic liquid crystal a few degrees above the 

bulk transition to the smectic phase. Prelimi-

nary results indicate changes of the behaviour 

of this system at the upper temperature limit 

of surface ordering and at the transition tem-

perature to the smetic bulk phase. Smectic 

surface order is also observed at bare isotropic 

liquid-crystal/­air interfaces [5]. Fig.3b shows 

air bubbles dispersed in the isotropic phase of 

a smectic liquid crystal; the highly monodis-

perse bubbles were generated in a microchan-

nel [6] and are stabilized by smectic surface 

order without the use of a surfactant. A row 

of such bubbles in a microchannel could be 

the starting point for the development of a mi-

crofluidics-based dynamic lense for x-rays. 

A similar kind of suface ordering, surface 

freezing, is observed at bare alkane/­air and at 

surfactant-laden alkane/­water interfaces [7]. 

We will extend the present studies to these 

systems in order to explore their suitability for 

the above described applications. 
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B. M. Law (Kansas, USA), J.-C. Baret (Strasbourg, France),  
M. M. Decré (Eindhoven, The Netherlands), B. Wagner (Berlin), 

K. Jacobs (Saarbrücken), A. Münch (Nottingham, UK), 
A. Phela, T. M. Jovin (Göttingen)

Appropriate surface topographies can be 

used to confine liquid to certain regions of a 

substrate and, in combination with an active 

control of wettability and geometry, to trans-

port it along prefabricated connection lines. 

In this approach, one takes advantage of the 

fact that the affinity of a wetting liquid to 

steps [1] and corners differs from planar sur-

faces. In order to explore the stability bound-

aries of certain liquid morphologies in terms 

of surface wettability we started to consider 

a spectrum of groove geometries including 

triangular, rectangular and trapezoidal cross 

sections. The static wetting morphologies 

consist of short chain polystyrene deposited 

via the gas phase [2,3,4,5,6].

Depending on control parameters such as the 

contact angle, the liquid volume, and the ge-

ometry of the grooves, a large variety of liq-

uid morphologies can be found [7,8,9,10,11]. 

Wetting of Topographic Substrates

Figure 1: a) Scanning force micrographs (AFM) of polystyrene droplets wetting triangular grooves. Droplet 
morphologies (D), liquid filaments, (F+), with positive Laplace pressure, PL > 0, and liquid wedges, (W), with 
PL < 0. b) Direct comparison of the morphology diagrams for triangular (dotted line) and rectangular grooves 
(dashed line). The groove geometries are described by a function y = h|2x/w|ν. The rectangular groove then 
corresponds to the limit ν → ∞, while the triangular groove is described by ν = 1 and X = 1/2 tanψ. The fine lines 
indicate the transition from droplets (D) to filaments with positive Laplace pressure (F+), while the bold lines 
indicate the transition from positive to negative Laplace pressure filaments (F-). c) Schematic representation 
of the total length of the liquid filament, l, as a function of the contact angle, as found for rectangular (solid 
line) and triangular (dashed line) grooves. The optical micrographs show liquid filaments in a rectangular and 
a triangular groove, respectively.
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All experimentally found morphologies in 

grooves with triangular [10,11] and rectan-

gular cross section [8,9,11] are in excellent 

agreement with theoretical predictions. The 

basic liquid morphologies found in triangular 

and in rectangular grooves are very similar 

but differ in some characteristic details with a 

large impact to possible applications.

By applying an AC-voltage between a con-

ducting aqueous solution and a substrate we 

can modify the wettability (electrowetting), 

and thus can switch between different liquid 

morphologies [11,12]. The transition between 

a drop-like morphology and an extended liq-

uid filament can be used to transport liquid 

along prefabricated grooves. For rectangular 

grooves we find a filling threshold and liquid 

filaments with constant cross section whose 

contact line is pinned to the upper edges of 

the grooves. The contact angle at the filling 

threshold is in quantitative agreement with 

the stability boundaries of the static wetting 

morphologies [9,11,12]. The length of the 

resulting filaments is finite and can be de-

scribed quantitatively by a voltage drop along 

the filament assuming a transmission line 

model [9,11,12]. In case of triangular grooves, 

however, we find a continuous filling transi-

tion with locally varying cross section along 

the filament. A fine liquid tip advances into 

the grooves, whose tip angle decreases as the 

filling angle is approached [9,11]. 

As a direct consequence of the filling behav-

ior, groove filling in rectangular grooves is 

fully reversible [9,11,12,13]. The observed 

dynamics is in agreement with calculated mo-

bility parameter for the respective geometry 

[13]. Whereas the drainage is simply given 

by the Washburn behavior (length of the fila-

ment l~t0.5), one has to account for the de-

creasing voltage at the tip of the filaments 

as its length increases [12]. In triangular 

grooves, a continuously advancing filament 

has free contact lines located at the sidewalls 

of the grooves. Whenever the contact angle is 

larger than the wedge angle (e.g. by reducing 

the applied voltage), the filaments will have 

a positive mean curvature. These filaments 

are unstable and decay into chains of isolated 

droplets with a preferred distance, driven by 

the locally varying Laplace pressure with the 

filament width. The preferred wavelength and 

the time scale of the decay can be described 

by a linear stability analysis[10]. 

Imaging this dewetting process by AFM in 

situ, allows to record the dynamics of the in-

stability10 and to determine its characteristic 

time constant, τ. Since the mobility does not 

only depend on the geometry but also de-

pends on the hydrodynamic boundary condi-

tions at the substrate, we can determine the 

slip length in our system when analyzing τ as 

a function of filling width, W.

Besides changing the apparent contact angle 

Figure 2 
left: Time series of AFM scan 
lines showing the growth 
of the fastest growing in-
stability mode. right: Time 
constant, τ, for different 
filament widths. The solid 
line displays a fit to the data 
assuming partial slip prop-
erties. The shown fit gives a 
slip length of 480 ± 50 nm.
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Figure 3
Rim profiles of polystyrene 

dewetting from a rubber 
elastic PDMS substrate 

(left) and a liquid PMMA 
substrate (right). 

of the liquid, we explore the possibility to 

switch between different wetting morpholo-

gies by varying the geometry of the grooves 

using rubber elastic substrates. The filling 

and de-filling dynamics is slowed down by 

about 20 times compared to solid substrates 

[14]. To get deeper insight into this phenom-

enon, the dewetting dynamics of thin films 

on plane visco-elastic substrates is studied. 

We find characteristic deformations for vari-

ous visco-elastic substrates. For decreasing 

elastic modulus the depth of the deformation 

increases and the dewetting velocity decreas-

es indicating an energy dissipation process 

that is inverse proportional to the bulk elastic 

modulus. 
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Spectroscopy at the Aqueous Surface

Photoelectron spectroscopy at the liq-

uid surface allows investigations of molecu-

lar structures and of the molecular forces in 

a liquid at the atomic level [1]. With recent 

improvements of this technique we succeed-

ed in observing the photoelectron signature 

of solvated protons in the micron-size water 

jet-target apparatus which was developed in 

Göttingen and is jointly operated with the 

Max-Born-Institut in Berlin on a soft X-ray 

beamline of the BESSY facility [2]. In a subse-

quent experiment we show that the pH-value 

controlled protonation/­deprotanation of a 

solvated amino acid is directly visible in pho-

toelectron spectra and compares reasonably 

well with state of the art theory of electronic 

quantum structure of organic molecular ions 

in liquids [3]. The PE-measurement of chem-

ical shifts may open up the way for a com-

plementary method to NMR chemical shift 

studies by laser pump- x-ray probe liquid ex-

periments with femtosecond time resolution.

The liquid target photoelectron experiment 

uses a water jet with 12 μm diameter in a 

working vacuum of 10-5 mbar. According to 

Knudsen conditions for the 8.1 mbar vapor 

pressure of a water surface cooled to 4°C, the 

vapor blanket of the liquid microjet is trans-

parent for photoelectrons and for Extreme-UV 

and soft X-rays. Tunable Synchrotron radia-

tion is focussed to a spot size of 12 x 23 μm 

on the liquid jet with typical intensity of 1012 

photons /­s and with energy resolution better 

than 0.3 eV at 500 eV. Photoelectrons escape 

unperturbed into the vacuum from a liquid 

surface layer with 0.3 nm to 20 nm thickness 

(depending on the photoelectron kinetic ener-

gy) and are recorded with an electron energy 

analyser as photoelectron spectra, shown in 

Fig.1 and in Fig.2.

One most important chemical property of liq-

uid water is its ability to dissociate spontane-

ously into protons and OH– -ions with a prod-

uct concentration of 10-7 for neat water with 

pH 7. In order to making the solvated proton 

or H3O
+ visible in a photoelectron spectrum 

we compare a 3m solution of HCl and a 4m 

solution of nitric acid HNO3 [2] with the pre-

viously analysed valence shell spectrum of 

pure liquid water [1]. Both acid spectra, in 

Fig.1, show an additional weak peak feature 

at a binding energy of 20 eV, which is not 

present in reference spectra taken for NaCl so-

lution and for NaOH solution. Clearly identifi-

able, also, are the Cl– and OH– peaks, for the 

respective solvated anions. With numerical 

methods, tested earlier on simpler alkali-hali-

de salt solutions, the different solutions were 

modelled in Molecular Dynamics calculations 

and individual valence shell (adiabatic) elec-

tron binding energy distributions were com-

puted with quantum chemical methods by 

sampling over 20 selected MD-configurations. 

The theoretical results, shown in Fig.1, for all 

ions agree qualitatively with the experiment. 

For the solvated proton a (H3O
+)-hydrate 

structure is assumed and the calculated bind-

ing energies are represented as vertical bars, 

one of which is coinciding with the observed 

20 eV structure. A second theoretical peak 

with the lower binding energy of 9.5 eV is 

obscured in a region with strong experimen-

tal background of the neutral water valence 

structure. The H5O2
+ model ion solvation 

structure was also calculated in this theory 

and yields binding energies which are shifted 

by 2 eV with respect to the observed 20 eV 

peak. Thus, the frequently discussed Zundel 

vs. Eigen protonation structure is in favour of 

the Eigen (H3O
+) hydrated proton structure at 

M. Faubel
B. Winter (MBI, Berlin), E.F. Aziz (BESSY, Berlin)

J. Hemminger (Irvine, USA), P. Jungwirth (Praha, CZ)
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the high proton concentrations of the present 

experiment.

The protonation of amino groups in biologi-

cal molecules can be monitored also by pho-

toelectron spectroscopy in aqueous solutions. 

Changes of the acidity in a protein solution 

can change the amino group charge and can 

induce changes of the molecular geometry 

and reactivity. This we investigate in a first 

model study of the pH dependence of the 

core level electron spectra of the amino acid 

Lysine, shown in Fig.2. Changing the pH of an 

(0.5m) aqueous solution of Lysine from basic 

to acidic results in nitrogen 1s and carbon 1s 

chemical shifts to higher binding energies.

These shifts are associated with the sequen-

tial protonation of the two amino groups, 

which affects both charge state and hydrogen 

bonding to the surrounding water molecules. 

The N1s chemical shift is 2.2 eV, and for car-

bon atoms directly neighboring a nitrogen the 

shift for C1s is ~0.4 eV [3]. The experimental 

binding energies agree reasonably with calcu-

lated energies of Lysine(aq) for different pH 

values which were obtained with a modified 

cavity Density Functional Theory, using com-

mercial software (Gaussian 03).

Figure 1 
Photoemission spectra of 
aqueous solutions of 3 m 

HCl, 4 m HNO3, 3 m NaCl, 
and 2 m NaOH. For com-

parison, the pure water PE 
spectra and the differential 

spectra are also shown. 
Gray shaded features 

indicate the calculated 
ionization energies of H3O+, 
and calculated PE bands of 

Cl- and of OH-. 

Figure 2 
Lysine structure and its 

Nitrogen 1s and Carbon 1s 
photoemission spectra for 

different pH values in 0.5 m 
aqueous solution. At pH 13 

both amino groups are neu-
tral and have identical N1s 

core level BE of 404.3 eV 
(peak “N1”). At pH 5.5 both 
amino sites are protonated, 

with a single N1s peak at 
the shifted BE =406.5 eV. 

For the intermediate pH=9.5 
one amino group remains 

neutral, and two peaks are 
observed, The C1s PE spec-

tra show one constant peak 
“C1”, associated with the 

COO- group. Five separate 
Gaussian peaks can be fitted 

into the more complicated 
C1s photoelectron spec-

trum. The two carbon atoms 
next to an amino group 

show significant BE shifts of 
0.4 eV upon protonation of 

their adjacent amino group. 

[1]  B. Winter, M. Faubel, Chemical Reviews 106 
(2006) 1176.

[2]  B. Winter et al., Journal of the American 
Chemical Society 128 (2006) 3864.

[3]  D. Nolting et al., J. Am. Chem. Soc. 129 
(2007) 14068.
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Despite the relevance of turbulence to a mul-

titude of processes throughout nature our 

conceptual understanding of the turbulent 

state is very limited. While many studies of 

turbulence deal with the dynamics and scal-

ing behaviour at very large Reynolds num-

bers, our approach is different: we are aiming 

to understand the dynamics in parameter re-

gimes where turbulence first occurs. We an-

ticipate that here the dynamics are sufficiently 

low dimensional to to enable us to gain in-

sights into the make up of the turbulent state. 

The equations governing the motion of fluids 

have been known for a long time. In the vast 

majority of cases however we are unable to 

determine analytical solutions describing the 

often extremely complex motion observed in 

praxis. The difficulty in finding an adequate 

expression describing the fluid motion stems 

from the nonlinear nature of the governing 

equations. 

In recent years progress in tackling this 

problem has been made by applying ideas 

from nonlinear systems theory [1,2]. Here it 

has been suggested that turbulence evolves 

around unstable solutions of the governing 

equations which arise already at fairly low 

Reynolds numbers. Due to their instability, in-

dividual solutions can not persist in practical 

flows. However, given a large enough num-

ber of such unstable states a complex entity 

(i.e., a turbulent saddle or attractor) can form 

through further bifurcations and entangle-

ment, which gives rise to chaotic motion per-

sisting over macroscopic time scales. 

Indeed such unstable solutions have been 

found numerically for a variety of flows inclu-

ding that of a fluid down a straight pipe[3,4]. 

Our experiments [5] (Fig.1top row) have giv-

en a first indication that these unstable states 

can be observed transiently in a turbulent 

flow and therefore that they are indeed rel-

evant to fluid turbulence. 

Further experimental studies concerned with 

the relevance of such states are carried out in 

two different geometries, pipe flow and plane 

Couette flow (a fluid layer sheared between 

two moving walls). In both studies state of 

the art high speed velocity measurements 

(Tomographic Particle Image Velocimetry) 

are carried out to identify unstable states. 

By measuring typical observation times, rate 

Transition to Turbulence in Shear Flows

B.Hof, A. deLozar, J. Vollmer

Figure 1 
Cross sectional view of velocity fields in a 
pipe. High/low streamwise velocities are 
shown in red/blue(the laminar parabolic 
velocity field has been subtracted. top 
row: Experimental observations of travel-
ling wave transients in a turbulent flow. 
Bottom row: Numerical calculations of 
exact unstable travelling wave solutions.



Fluid Dynamics and Fluid Systems

��MPI for Dynamics and Self-Organization |

of recurrence and sequence of these states 

we try to gain further insights into their rel-

evance. Using volume resolved velocity fields 

we hope to ultimately be able to reconstruct 

the dynamical and topological connections 

between unstable states transiently appearing 

in the turbulent flow. New methods and bet-

ter statistics may allow considerable progress 

beyond the first steps taken into this direction 

[6], which were based on the analysis of nu-

merical data.

A related project evolves around the ques-

tion if turbulence in pipe and Couette flow 

is a sustained state or if it only has a finite 

lifetime [7]. While the conventional view is 

that turbulence is a transient at low Reynolds 

numbers but becomes sustained at a critical 

point, our lifetime measurements question 

this standpoint. Generally the lifetime of the 

turbulent transients increases very rapidly as 

the Reynolds number increases. Furthermore 

(similar to nuclear decay) the lifetime distri-

butions are exponential which is the typical 

scaling known for escape rates from chaotic 

saddles. The unresolved question is if at some 

critical point the chaotic saddle turns into an 

attractor and lifetimes become infinite or if 

they remain finite. Some of our recent meas-

urements are shown in Fig.2, where inverse 

lifetimes are plotted as a function of Reynolds 

number Re. The exponential scaling suggests 

that inverse lifetimes only approach zero in 

the asymptotic limit. In other word, for any 

finite Reynolds number, turbulence will even-

tually decay in these systems. These observa-

tions have the important consequence, that at 

least in principle even at very high Reynolds 

numbers, where for all practical purposes-

turbulence is sustained, it should be possible 

to relaminarize the flow with minimal en-

ergy input. In any case the exponential life-

time measurements confirm the relevance 

of the nonlinear dynamics concepts to fluid 

 turbulence.

[1] B. Eckhardt, et al. Annu. Rev. Fluid Mech., 39, 447-468 (2007).
[2] J. Vollmer, T. Schneider & B. Eckhardt, (submitted, 2007).
[3] H. Faisst & B. Eckhardt, Phys. Rev. Lett. 91, 224502 (2003).
[4] H. Wedin & R. R. Kerswell, J. Fluid Mech. 508, 333–371 (2004).
[5] B.Hof, et al.Science, 305, Issue90, pp 1594-1598, (2004).
[6] T. M. Schneider, B. Eckhardt, & J. Vollmer, Phys. Rev. E 75, 066313 (2007).
[7] B.Hof, et al. Nature, 443, 05089, pp 59-62. (2006).

Figure 2 
Exponential scaling of inverse lifetimes 

measured in a pipe experiment.
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Rayleigh-Benard Turbulence

The achievement of ultra-high Rayleigh num-

bers Ra in the study of turbulent convection 

is a major goal at the forefront of turbulence 

research. The reason for this is the need for 

exploring the ultimate parameter range where 

the system is no longer controlled by bound-

ary layers adjacent to the top and bottom 

plates. Understanding this regime, first pre-

dicted by Kraichnan, is important because 

many geo-physical and astro-physical sys-

tems involve values of Ra in the 1020 range 

and higher which is not accessible explicitly 

in the laboratory. Two experiments using heli-

um gas at cryogenic temperatures, one by the 

Grenoble/­Lyon (GL) and the other by the Or-

egon/­Trieste (OT) group, have achieved ultra-

high values of Ra, but unfortunately disagree 

with each other. The GL experiment claims to 

have found the ultimate regime for Ra>1011; 

the OG experiment, even though it reached 

unprecedented values of Ra~1017, did not.

The Turbulent Convection Facility (TCF) will 

utilize the U-Boot of Goettingen. The sample 

will have a height of 2.2 m and a diameter of 

1.1 m. At a mean temperature of 40 deg C, a 

pressure of 15 bar, and a temperature differ-

ence of 40 K Ra will be 7×1014 at a Prandtl 

number of 0.84. The small deviations from 

the Boussinesq approximation that will pre-

vail are now well understood on the basis 

of measurements at Santa Barbara at similar 

temperature differences.

The TCF will be used as well for the study of 

the large-scale circulation (LSC) in the tur-

bulent fluid. The dependence of its Reynolds 

number Re on Ra will be studied in a here-

tofore-unexplored range of Ra. An important 

qualitative question is whether the LSC will 

survive in the highly fluctuating environment 

at very large Ra. Lagrangian particle tracking 

measurements of the turbulent flow in the 

sample interior are envisioned for the future. 

For this purpose all the measurement equip-

ment (three cameras, computer, lamps, etc.) 

will be inside of the U-Boot. 

The TCF will also be used as a facility for a 

small visitor program. In this respect the guest-

houses of the MPIDS will be very important.

E. Bodenschatz
G. Ahlers (UC Santa Barbara, USA), D. Fünfschilling (ENSIC Nancy, France)

Figure 1 
Schematic drawing of the design of the convection 
cell. It has a diameter of 1.1m and a height of 2.2m. 

The bottomplate design allows accurate heat 
 transport measurement. The plexiglas cylinder is 

isolated by a thermal shield.
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The interaction between particles and fluid 

flow is prevalent in many turbulent flows. For 

example, it is thought that turbulence medi-

ates the formation of rain, the dispersion of 

pollutants, the development of sand storms, 

and sedimentation in bodies of water. Even 

zooplanktons in oceans can be regarded as 

‘active’ particles in a turbulent flow. In addi-

tion, tracer particles are routinely used in ba-

sic scientific research to study the behavior of 

the fluid itself, using techniques in the labora-

tory such as particle image velocimetry, par-

ticle tracking, and laser Doppler velocimetry, 

and in studies of environmental flows using 

balloons and floaters. In these applications, 

scientists would like to know the conditions 

under which a particle can be considered to 

be moving as the fluid it displaces. The pre-

diction of particle behavior in turbulent flows 

and of the feedback from particles to the tur-

bulence itself is thus not only an important 

practical problem, but an intriguing scientific 

challenge. 

The complexity of the problem can be appre-

ciated by considering the number of dimen-

sionless parameters that describe a system of 

particles in turbulence. The Reynolds num-

ber, Re=UL/­ν, characterizes the turbulence, 

where U and L are measures of the velocity 

fluctuations and the length scales of the flow 

and ν is the kinematic viscosity of the fluid. 

The particle Reynolds number Rep, character-

izes the local flow around a single particle. 

The Stokes number, St=τp/­τf, compares the 

response time of a particle to the time char-

acteristic of the small scales of turbulence, 

and the Froude number Fr=up/­uf, compares 

the settling velocity of a particle to the veloc-

ity characteristic of the small scales of turbu-

lence. Here, τp=ρpd
2/18µ, and up=∆ρd2g/

18µ, where µ is the dynamic viscosity of the 

fluid, g is the acceleration of gravity, and ∆ρ 

is the density difference between particle 

and fluid. In addition, the ratio of the par-

ticle diameter to the length characteristic of 

the small scales of turbulence, d/­η, and mass 

density ratio between particle and fluid, ρp/­ρf, 

may also independently describe the dynam-

ics of the system, although these can be ex-

pressed as combinations of the other dimen-

sionless numbers in special cases. Finally, the 

volume fraction φ (or equivalently, the mass 

loading) of the particles is an indicator of the 

importance of particle interactions, and of the 

global modification of the turbulence by the 

presence of the particles. In general, other di-

mensionless numbers should be considered 

when other forces or interactions exist, such 

as surface tension and electrostatics. 

When the particle Reynolds number, Stokes 

number, and the Froude number are small 

(Rep<<1, St<<1, and Fr<<1), and the volume 

fraction is low, the seeded particles follow 

 fluid flow faithfully and may be regarded as 

passive tracer particles. We have investigated 

the Lagrangian properties of turbulence by 

Particles in Turbulence

G. Bewley, M. Gibert, H. Xu., Eberhard Bodenschatz 
K. Chang, R. Zimmermann.

M. Bourgoin (CNRS-Grenoble, France), L. Collins (Cornell, USA), J.-F. Pinton (CNRS-Lyon, France), 
 F. Schmitt (CNRS-Wimereux, France), R. Shaw (IfT, Germany), H. Siebert (IfT, Germany),  

Z. Warhaft (Cornell, USA)

Figure 1 
The settling rate of par-
ticles. The figure shows the 
data for the mean veloc-
ity of particles binned by 
the size of the particles 
for a series of turbulence 
intensities. Under each of 
the conditions explored, 
the particles fall much 
faster than predicted for a 
particle in a quiescent fluid, 
indicated here by a red line. 
Numerical integration of 
the equations of motion for 
a particle falling through a 
linear vertical gradient in 
the vertical velocity of the 
fluid shows a qualitatively 
similar enhancement of the 
local settling velocity. 
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optically tracking the motion of these tracer 

particles in intense turbulent water flows us-

ing a three-dimensional particle tracking sys-

tem developed in our group [1]. The experi-

mental results show interesting single- and 

multi-particle Lagrangian statistics of fluid 

turbulence [2-4] (details on p.111–114 of this 

report). 

For particles with size much smaller than 

the Kolmogorov scale of the flow, but densi-

ty much larger than fluid density, the Stokes 

number can approach one or be even larger. 

The inertia of these particles cannot be ne-

glected. An important problem related to 

the interaction between inertial particles 

and turbulence is cloud dynamics and rain 

formation [5]. Aimed at studying such an 

interaction, we have investigated the sedi-

mentation of water droplets with a distribu-

tion of diameters between 5 and 50 microns 

in the turbulence generated by an array of 

randomly actuated jets of air. Preliminary re-

sults from laser Doppler measurements indi-

cate that the settling rate of particles through 

the fluid is sensitive to non-uniformities of 

long-time average of the background turbu-

lence, or the mean flow. As shown in Fig.1, 

we find that over a broad range of sizes, par-

ticles fall faster than the calculated settling 

velocity of the particles through a quiescent 

fluid. Furthermore, the magnitude of the set-

tling velocity enhancement decreases as the 

turbulence intensity increases. This result is 

counterintuitive, since the measured settling 

velocity of the particles approaches the one 

predicted for no turbulence only in the limit 

of intense turbulence. However, the trend can 

be recovered by considering a simple model 

that incorporates vertical variation of a back-

ground mean fluid flow. Although previous 

experiments and numerical simulations have 

shown a comparatively subtle enhancement 

of the settling velocity of particles by uniform 

turbulence [6,7], our result may be of more 

practical importance, since most real flows 

exhibit a degree of non-uniformity. 

While heavy inertial particles are thought to 

be excluded from regions of high vorticity, be-

ing centrifuged out to regions of high strain, 

lightweight particles tend to be drawn toward 

the centers of vortices. Because of this, one 

can consider that the different types of par-

ticles sample different parts of a turbulent ve-

locity field, the regions of high strain and the 

regions of high vorticity. This feature makes it 

possible to study separately the properties of 

the flow in these separate regions by observ-

ing the different types of particles, and we 

anticipate exploring this theme in the future 

by introducing air bubbles into the turbulent 

water flows in our apparatuses. 

As scientists generate flows with larger and 

larger Reynolds numbers on the laboratory 

scale, using novel forcing techniques and flu-

ids, the smallest scales of turbulent motion 

become correspondingly smaller and smaller. 

It is sometimes impossible to use particles 

smaller than the Kolmogorov scale as tracers 

due to technique limitations. In addition, in 

many systems of interest, such as the plank-

tons in water (see e.g, [8] for a recent work), 

the particle sizes are larger than the Kolmogo-

rov scale of the flow. It is therefore important 

to understand the effect of particle size on the 

behavior of the particle, particularly as the 

size of the particle becomes larger than the 

Kolmogorov scale of the flow. Our prelimi-

nary results show that unlike small but heavy 

particles, the large but neutrally buoyant par-

ticles are not biased against the high-vorticity 

regions and hence still sample the entire flow 

Figure 2
 A picture of a copepod. 
 Copepods live in a wide 
range of aqueous envi-
ronments. Because they 
are small, their motion is 
strongly influenced by the 
movements of the sur-
rounding fluid. However, 
they are also capable of 
propelling themselves at 
speeds of up to several 
centimeters per second for 
short times. 
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field. This is consistent with previous work in 

our group [9] and with a very recent experi-

mental measurement [10]. Further investiga-

tion in this direction is another of our mis-

sions in the coming years. 

Copepods are shrimp-like animals (Fig.2) 

that live in many bodies of water, providing 

a substantial fraction of the protein available 

to predators in these waters. The existence of 

copepods is therefore important to the overall 

health of these ecosystems, and their behav-

ior is sensitive to the conditions of the water 

in which they live. Through our collabora-

tion with the Coastal and Littoral Ecosystems 

 Wimereux CNRS Laboratory in France, we 

have just started to investigate the behavior of 

these animals using our particle tracking sys-

tem. Fig.3 shows the measured velocity dis-

tribution functions of copepods in still water. 

The distributions feature flat tails and differ 

strongly from the velocity distribution in tur-

bulence that is approximately Gaussian. The 

highly intermittent nature of copepod motion 

can be seen from the auto-correlation of their 

acceleration. A typical propelling cycle lasts 

only about 20ms with peak acceleration up to 

a few g. We will continue this line of work to 

discover how their behavior depends on the 

environmental turbulence. 

In summary, by exploiting the measurement 

techniques that we have developed for study-

ing turbulent flows, we are able to venture 

into a fertile and perhaps more general field: 

the study of particles in turbulence. Currently, 

our focus is to study the turbulent flow itself 

using small tracer particles. We have just 

started to investigate the sedimentation of 

water droplets in air, the motion of particles 

larger than Kolmogorov scale, and the inter-

esting behavior of copepods. We are looking 

forward to uncovering further mysteries in the 

dynamics of such a widely applicable field. 

[1] N. T. Ouellette, H. Xu, E. Bodenschatz, Exp. Fluids 40 (2006) 301.
[2] M. Bourgoin et al, Science 311 (2006) 835.
[3] H. Xu et al, Phys. Rev. Lett. 99 (2007) 204501
[4] H. Xu, N. T. Ouellette, E. Bodenschatz, New. J. Phys. (2007) in press.
[5] R. A. Shaw, Annu. Rev. Fluid Mech. 35 (2002) 183. 
[6] T. Bosse, L. Kleiser, E. Meiburg, E. Phys. Fluids 18 (2006) 027102. 
[7] T. S. Yang, S. S. Shy, J. Fluid Mech. 526 (2005) 171. 
[8] J. Mann et al, J. Plankton Res. 28 (2006) 509.
[9] G. Voth et al, J. Fluid Mech. 469 (2002) 121.
[10] N. M. Qureshi et al, Phys. Rev. Lett. 99 (2007) 184502. 

Figure 3: 
(a) The probability density func-

tion (PDF) of copepod velocity 
components in still water. The 
x-coordinate is horizontal and 

the y-coordinate points upwards 
in the vertical direction. It was 
observed during the measure-

ment that copepods were 
attracted towards the illuminat-
ing lights, which were arranged 

above the water surface. (b) 
Auto-correlations of copepod 

acceleration components.
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Turbulence in Polymer Solutions

The presence of minute long-chain polymers in a flow may 

strongly change the flow. At very low Reynolds numbers, it gives 

rise to the interesting behavior of elastic turbulence [1] and may 

enhance mixing [2]. At high Reynolds numbers, introducing 

polymers into wall-bounded flows can lead to the fascinating 

drag reduction phenomenon, which is a subject of intense cur-

rent interest(see [3] for a recent review). 

Using three-dimensional particle tracking, we are currently 

studying the effect of polymers on bulk turbulence at high Reyn-

olds numbers, far away from the boundary. The turbulence is 

generated by a von Kármán swirling water flow between coun-

ter-rotating baffled disks. We are planning to carry out experi-

ments also in the Lagrangian Exploration Module (LEM), where 

the turbulence is expected to be more homogeneous and isotro-

pic. The LEM is currently under construction (see p. 88–90 of 

this report).

For Newtonian turbulence, most of our understanding comes 

from the Richardson-Kolmogorov energy cascade hypothesis 

[4] which states that the energy injected at large length scales 

is transferred to smaller length scales until it is dissipated at the 

smallest length scales, where viscosity acts. This classical pic-

ture is not valid at the presence of polymeric additives. When 

stretched by the flow, polymer chains are able to store energy 

and can release it into the flow when stretching forces become 

smaller. There will also be losses of kinetic energy during this 

stretching-recoiling process. Thus, polymer chains introduce 

new energy transfer and energy dissipation mechanisms into the 

flow that can be very important even in a very dilute regime. 

 Using three-dimensional particle tracking technique, we stud-

ied the modification of turbulence energy cascade by polymer 

additives. From the Eulerian structure functions, we measured 

the energy transfer rate εT in the inertial range and the viscous 

energy dissipation rate εD in the dissipation range at different 

polymer concentrations (Fig.1), all in the dilute regime (much 

lower than the so-called overlap concentration). We observed 

that while the energy dissipation rate is reduced by any presence 

of polymers, the energy transfer rate shows a transition at a cer-

tain concentration, below which εT is not affected [5]. 

The effect of the polymers is also noticeable in Lagrangian mea-

surements of the auto-correlation of fluid acceleration (Fig.2). 

At concentrations below the transition concentration, the auto-

Figure 1: Effect of polymer concentration φ on dif-
ferent length scale dynamics: small scales energy 
dissipation rate εD (blue squares) is strongly modi-
fied at all polymer concentrations whereas energy 
transfer rate εT (green circles) is almost unaffected 
for concentrations up to 5 ppm. The large length 
scale quantity u’3 (red triangles) related to energy 
injection rate is the less affected by polymer con-
centration. Inset: the velocity fluctuations decrease 
slowly with polymer concentration. All the data 
were extracted from Eulerian quantities at Rλ=350 
and Wi=6.0.

M. Torralba Cuello, H. Xu, E. Bodenschatz
L. Collins (Cornell, USA), J. Schumacher (TU-Ilmenau), 

 A. Pumir, D. Vincenzi (CNRS-Nice, France)

Figure 2: Lagrangian auto-correlation function of 
fluid acceleration at different concentrations. The 
curves correspond to measurements in the radial 
direction for Rλ=350 and Wi=τp/τη=6.0 (τp is poly-
mer relaxation time and τη is the Kolmogorov time 
scale determined from the water experiments). 
Notice that the oscillations in the auto-correlation 
function appear only for concentrations for which 
energy transfer rate is affected by polymer concen-
tration (Fig.1).
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 correlations are very similar to that in New-

tonian flow, except that the time scales are 

slowed down by polymers. At concentrations 

above the transition, however, there appear 

oscillations in the auto-correlations. The fre-

quency of such oscillations is independent of 

polymer concentration, but the magnitude in-

creases with concentration. 

Our previous measurements showed that the 

turbulence generated from a von Kármán 

flow is far from being isotropic (see p. 88–90 

for further details). At the presence of poly-

mers in the turbulence, the degree of anisot-

ropy increases with polymer concentration 

[6] (Fig.3). This increase is due to the cou-

pling between the anisotropy and inhomoge-

neity of the flow and the anisotropic response 

of the polymers, as it has been shown that the 

elongational properties of polymer solutions 

can be strongly different from the properties 

of the same solutions in pure shear flows 

even at very low concentrations [7] when 

the elongation rates are much faster than the 

polymer relaxation time. The anisotropy is 

also detected in the auto-correlation of fluid 

acceleration. Both radial and axial auto-cor-

relations display oscillations above the transi-

tion concentration, but the frequency of the 

oscillations in the axial direction is roughly 

two times the frequency of the oscillations in 

the radial direction. 

To determine the importance of the elastic-

ity, we are planning to use different polymers 

and to change fluid properties by adding 

other agents. To understand the mechanism 

of the transition and the asymmetry of the 

auto-correlation, we also intend to carry out 

micro scale measurements to characterize the 

alignment and the elongation of fluorescent-

ly dyed polymers in the turbulent flow. The 

characterization of pure elongational flows 

of the dilute polymeric solutions used in our 

experiments may be helpful in the under-

standing of the anisotropy in the acceleration 

auto-correlation and will be performed for the 

polymeric solutions used in the experiments.
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[4] A.N. Kolmogorov, Dokl. Akad. Nauk SSSR, 30 (1941) 301.
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[6] A. Crawford, PhD dissertation, Cornell University, (2004).
[7] V. Tirtaatmadja, G.H. McKinlay and J.J. Cooper-White, Phys of Fluids 18 (2006) 043101.

Figure 3: Degree of anisotropy of acceleration 
variance as a function of polymer concentration at 
Rλ=200, Wi=1.2 (triangles); Rλ = 285, Wi=3.5 (circles); 
and Rλ = 350, Wi=6.0 (squares). All experiments are 
carried out in the same von Kármán swirling water 
flow. The Rλ = 200 and Rλ = 285 data are from Ref. [6] 
and are measured with silicon-strip detectors. The 
Rλ = 350 data are measured with high-speed CMOS 
cameras.
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Measurement Techniques

Experimental investigations of fluid dynam-

ics and the verification of statistical turbu-

lence models require measurement tech-

niques that allow access to the fundamental 

flow equations. Beside pressure tubes and 

hot-wire probes we extensively use modern 

optical, tracer based measurement techniques 

like Laser Doppler Velocimetry or Particle Im-

age Velocimetry, allowing access to the flow 

quantities without disturbing the flow field. 

However, these techniques are restricted to 

measurement at fixed points in space (Eule-

rian measurements). Much closer to the driv-

ing forces of flow motion are the Lagrangian 

statistics of material transport. To measure 

Lagrangian statistics, individual particle 

tracks must be followed in time and space si-

multaneously. This requires the development 

of new measurement techniques, optimized 

to directly measure the Lagrangian quantities.

Lagrangian Particle Tracking (LPT) 

After successfully adapting the silicon strip 

detectors used in high-energy physics ex-

periments to highspeed Lagrangian particle 

tracking in fully developed turbulence that 

provided single-particle measurement with 

high accuracy [1,2,3], our group developed a 

three-dimensional Lagrangian particle track-

ing system using off-the-shelf high-speed 

digital cameras [4]. The system can simulta-

neously follow hundreds of seeded particles 

in turbulent flows with Taylor microscale 

Reynolds number Rλ ∼ 103. The multi-particle 

statistics in three-dimensional intense turbu-

lence obtained from such a system revealed 

rich physics that was not accessible in pre-

vious experiments or simulations [5,6]. The 

extremely fast frame rates needed to resolve 

the smallest time scales in intense turbulence 

set stringent requirements on the 

optical recording system. Images 

of some particles might disappear 

from observation and reappear 

again later due to hardware limi-

tations, e.g., the fluctuations of il-

lumination intensity, the existence 

of light-insensitive circuit on the 

CMOS sensor array, and thermal 

and electronic noises. As a result, 

the measured particle trajectories 

usually consist of segments separated by the 

‘lost periods’. A recent development of the 

LPT technique is to connect those trajectory 

segments by exploiting the continuity in both 

position and velocity space [7]. As shown in 

Fig.1, the connected trajectories provide sta-

tistics over much longer time lags, particular-

ly for multi-particle statistics such as relative 

dispersion and evolution of Lagrangian tetra-

hedra [8] (see also Fig.2, p.112). 

Vorticity Optical Probe (VOP)

Because of the importance of vorticity dynam-

ics in turbulence energy cascade, it has long 

being a desire to measure vorticity accurately 

in intense turbulent flows. Currently, vortic-

ity can be measured using spatially designed 

multi-hotwires [9], or calculated from PIV 

[10] or Particle Tracking Velocimetry (PTV) 

[11] data. In all these indirect measurements, 

fluid velocities at close vicinities must be re-

solved and the vortocities are obtained from 

velocity differences. This requirement, com-

bined with the finite spatial resolution of the 

techniques, severely limited either the range 

of Reynolds number applicable, or the access 

to Lagrangian statistics, or both. The pioneer 

work by Webb & co-workers [12] demonstrat-

ed the feasibility to measure vorticity directly 

Figure 1: Connected 
particle trajectories. The 
trajectory segments from 
original data are shown in 
green. The interpolated 
positions determined from 
the connecting algorithm 
are shown in red. The 
average trajectory length 
(measured as number of 
frames observed) increased 
by a factor of 5. 
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by tracing the light beam 

reflected from a rotating 

mini-mirror seeded into the 

flow (Fig.2). Currently, we 

have in the lab acrylamide 

gel coated hexagonal lead 

carbonate crystals that 

serve as mirrors. As the 

size of these VOP particles 

is 25µm and the density 

is matched to water, they 

will follow the fluid faithfully, in both trans-

lation and rotation, in our von Kármán wa-

ter flow up to Rλ ∼ 103. The trajectories of the 

reflected light beam will be recorded using 

the high-speed Phantom cameras to achieve 

sub-Kolmogorov time resolution. With our 

experiences in 3D-LPT, it is possible to follow 

simultaneously hundreds of these particles in 

the flow and measure their vortocities. The 

challenge, as well as a long-term goal of this 

project, is to simultaneously measure both the 

vorticities and the positions of multiple such 

particles, which would then give us access to 

spatial correlations of vorticities in high-Reyn-

olds number flows, a key step toward experi-

mental studies of intense vortex structures in 

fully developed turbulence [13,14]. 

Extended Laser Doppler Measurements

The small measurement volume of the laser 

Doppler technique (Fig.3) allows a denser 

seeding of the flow field compared to the 

Lagrangian Particle Tracking and therefore 

a higher temporal and spatial resolution. 

Consequently, the Laser Doppler system is a 

much-needed alternative for flows with very 

small scales as the Goettingen High Pressure 

Turbulence Facilities. The point-wise mea-

surement of the Laser Doppler technique nor-

mally restricts the derived statistics to Eule-

rian quantities. However, two extensions of 

the techniques allow access to Lagrangian 

quantities. 

From the change of frequency within the laser 

Doppler burst signal, the velocity gradient can 

be estimated. Since the observed signal comes 

from single particles, this velocity gradient is 

the Lagrangian particle acceleration. In col-

laboration with the TU Darmstadt, we were 

able to successfully use a commercial LDV 

system to measure both, particle velocity and 

Figure 2: The principle of 
the Vorticity Optical Probe 
(VOP). The incident light 
beam is reflected from the 
mirror rotating at anangular 
velocity equal to half of the 
vorticity. The sweeping of 
the reflected beam is detect-
ed on the sensor in a high 
speed camera, from which 
the instantaneous vorticity 
can be measured.

Figure 3: Laser Doppler Technique. 
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acceleration in backward scatter [15,16,17]. 

Because of the small measurement volume 

of an LDV system, the alignment procedures 

and the signal processing require the highest 

possible accuracies. Only this allows accelera-

tion measurements with sufficient resolution. 

To resolve probability density functions of ac-

celeration, the fringes pattern in the measure-

ment volume must realize an accuracy of the 

fringes distances of the order of 0.01%. We de-

veloped test facilities and routines to improve 

the alignment procedure and to verify the ac-

curacy of the instrument. With a wire freely 

falling through the measurement volume, we 

were able to resolve the gravity constant and 

to determine systematic and stochastic errors 

which could limit the instrument resolution. 

The Extended Laser Doppler Velocimetry 

(ELDV, [18]) with an expanded measurement 

volume will allow us to recover particle ve-

locity trace of about 20 times the Kolmogorov 

time scale (τη) with a very high sampling rate. 

This measurements apparatus stands on vari-

ous experimental challenges: first it will nat-

urally reduce the systematic error due to the 

imperfect interference pattern in the standard 

local LDV/­LDA system but in the mean time it 

will also reduce the signal to noise ratio. The 

other challenge is about the data analysis, 

which involve a non-trivial time/­frequency 

analysis. This work will be of high interest in 

the Goettingen Turbulence Tunnel where the 

particle spatial density will be low compared 

to usual systems (mixers) where the standard 

LDV/­LDA method has already demonstrated 

its accuracy. Moreover, the ELDV system will 

give us access to the acceleration correlation 

function (which LDV/­LDA cannot provide) 

and acceleration probability density func-

tion, which are suitable to study the behav-

ior of inertial particle in turbulent flows. The 

dynamics of such inertial particles is relevant 

for many natural and engineering applica-

tions (transport, mixing, dispersion) and has 

already triggered numerous works in the past 

few years (e.g. [19]): numerical and experi-

mental for relatively high Reynolds number 

(and in most of the cases with very heavy 

particles). Those studies enlighten a very rich 

dynamic with respect to the Stokes number 

associated to the particle/­flow couple, but 

also show some inconsistencies in between 

numerical and experimental measurement. 

A very high Reynolds number measurement 

would be of great interest to investigate the 

asymptotic regime and at even a higher-level 

of interest we will get closer to geophysics ap-

plications (such as rain initiation, pollution 

dispersion, or sediments transport in rivers).

Particle Image Velocimetry (PIV)  

& Tomographic PIV

Particle Image Velocimetry (PIV) has become 

the prime choice for processing image-based 

flow measurements in fluid dynamics ex-

periments. Advanced image processing algo-

rithms use techniques like direct correlation 

(with a special normalization [20]) to reduce 

the influence of particle images truncated at 

the edges of the interrogation areas, iterative 

shift and deformation of image subspaces 

[21] or the iterative deformation of the entire 

images including weighting of the image sub-

spaces to be correlated [22] to improve both, 

the accuracy and the spatial resolution. In nu-

merical simulations, of the image processing 

an accuracy better than 0.01pixels displace-

ments between the two consecutive images 

has been found. In contrast, the application 

to real images from experiments shows less 

Figure 4: Individual particle intensity variations.
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Figure 5: RMS errors of the PIV image processing (a) 
without and (b) with individual particle intensity 
 variation.

optimistic results, where the usually observed 

limit is of order 0.1pixel. Only under special 

conditions, like in two-dimentional flows 

with carefully aligned light sheets, a better ac-

curacy has been achieved. As a possible rea-

son for the different achievable accuracy in 

simulations and experiments we found that 

in experiments, particles usually change their 

position within the light sheet (Fig.4) [23]. 

As a consequence, each particle individually 

changes its intensity between two exposures. 

Usually, this effect is not taken into account 

in most simulations of the measurement pro-

cess. However, it causes deviations of the dis-

placement estimates. Even if it strongly limits 

the achievable accuracy of the PIV technique 

based on the cross-correlation of two consec-

utive images (Fig.5), it is not a fundamental 

limitation of the PIV technique itself. The re-

quired information is available and can be ex-

tracted with appropriate model fits. However, 

the model estimation is very costly and not 

the appropriate tool to be used in an experi-

mental environment. Therefore, we investi-

gate the possibility of using special image fil-

ters which are robust again this influence. 

To extend the PIV principle to the Lagrangian 

framework we also develop a three-dimen-

sional time-resolved measurement system, 

namely a time-resolved tomographic PIV sys-

tem in collaboration with an industrial part-

ner. The advantage of the system compared 

to Lagrangian Particle Tracking will be the 

higher seeding density giving more detailed 

access to the flow gradients.
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Turbulence Generation and Manipulation

For nearly 100 years, the paradigm flow used 

for the experimental investigation of turbu-

lence has been the one generated by a regu-

lar grid moving relative to the fluid. Scien-

tists have studied grid turbulence extensively 

because a properly designed grid generates 

turbulence that is nearly homogeneous and 

isotropic, and this is the idealized model as-

sumed in most turbulence theory. However, 

grid turbulence is often coupled with a large 

background mean flow. Our aim in develop-

ing new ways of generating turbulence is to 

create flows with a small mean component, 

and to be able to control the degree of anisot-

ropy and inhomogeneity of the turbulence. 

We discuss the reasons for this and our work 

in exploring such flows in this section. 

An important technical reason for the attrac-

tiveness of grid turbulence is that it is often 

coupled with a large mean flow, particularly 

in a wind tunnel. This mean flow makes Eu-

lerian measurements possible using a single 

probe fixed in the laboratory frame in com-

bination with Taylor’s frozen turbulence hy-

pothesis. However, in the past decades the 

rise of interest in the Lagrangian statistics of 

turbulence has promoted the rapid develop-

ment of Lagrangian measurement techniques, 

and these techniques are difficult to imple-

ment in a wind tunnel. This is because the 

techniques almost exclusively rely on track-

ing the motions of tracer particles, and the 

large mean flow in a wind tunnel sweeps par-

ticles out of a fixed measurement volume in 

a short time, unless external mechanisms are 

implemented to move the measurement vol-

ume along with the mean flow [1,2]. For this 

reason, most Lagrangian data available today 

are obtained from systems in which one can 

observe individual particles for longer times. 

The effort to find new ways to generate and 

manipulate turbulence is also inspired by the 

persistent need to understand flows charac-

terized by large values of the Reynolds num-

ber, and to explore the influence of large-scale 

non-uniformities of the flow on turbulence. 

Not only are flows with these properties seen 

in industrial and geophysical settings, but 

also they are fundamentally interesting be-

cause it is thought that certain statistics of the 

flow are only predictable in the limit of large 

Reynolds numbers. 

Aside from wind tunnels, the von Kármán 

flow between counter-rotating disks is one 

of the mostly widely studied turbulent flows 

[3,4,5,6] and it is also one of the flows stud-

ied in our group. The turbulence in the von 

Kármán flow can reach a very high Reynolds 

number, but it is neither homogeneous nor 

isotropic. While studying this flow, we were 

intrigued by two experimental findings that 

might also bear theoretical importance, and 

we discuss each of these below. 

The first finding concerns the return to isot-

ropy at high Reynolds numbers. Kolmogorov 

[7] hypothesized that when the Reynolds 

number is very large, turbulence will have 

the same properties regardless of how it was 

generated. We have measured three quanti-

ties representing velocity increments at dif-

ferent time scales in the flow. At scales larger 

than the integral scale, it is thought that the 

velocity increments are related to the veloc-

ity fluctuations, u´. At dissipative scales, the 

velocity increments are proportional to the 

Lagrangian acceleration. In between the two, 

the Lagrangian structure function is a direct 

measure of the velocity increments. As shown 

in Fig.1, the degree of anisotropy in these 

three quantities is very different at a given 
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Reynolds number, with the large scale being 

the most anisotropic. This result is consistent 

with the Kolmogorov hypothesis. While it is 

true that the degree of anisotropy decreases 

with the Reynolds number for all three quan-

tities, the observed return to isotropy is very 

slow for the inertial and large scales. If these 

trends hold in turbulence generated in other 

ways, then almost all engineering flows must 

also be anisotropic, even at small scales, since 

they are usually generated by anisotropic forc-

ing and at moderate Reynolds numbers. 

The second striking experimental observation 

concerns anisotropy in the Eulerian frame. We 

observe that even though the flow is anisotro-

pic, the relations derived for isotropic turbu-

lence still hold for spatial averaged statistics. 

Fig.2 shows the transverse structure function 

DNN(r) and the longitudinal structure function 

DLL(r) measured in the von Kármán flow. For 

any given direction of the separation vector r, 

the isotropic relation DNN(r)=(4/­3)DLL(r) is 

not satisfied. However, if all the directions of 

r are taken into an average, the relation holds 

well for the average. The question that follows 

is then whether this result holds for all aniso-

tropic turbulence, or if it is simply fortuitous 

for von Kármán flows. 

To answer such questions, one would like 

to be able to generate turbulence at unprec-

edented Reynolds numbers and to be able to 

control the degree of homogeneity and isot-

ropy of the turbulence. It has been shown 

that an approximately homogeneous and iso-

tropic flow with a low mean component can 

be achieved by using multiple loudspeaker 

driven jets to force the fluid from different 

angles [8]. Inspired by this work, we are con-

Figure1: The degree of anisotropy at differ-
ent scales in the von Kármán flow as a func-
tion of the Reynolds number. The plot shows 
the ratio of the radial components to the 
axial components of various quantities. The 
large scale quantity is u‘3 (data from [5]); the 
inertial range scale quantity is with 

 (data [11]); the small 
scale quantity is 〈a2〉 2/3 (data from [5]). The 
exponents of these quantities are chosen 
such that they have the same dependence on 
the energy dissipation rate ε.

Figure 2: The ratio of the Eulerian second or-
der structure functions (3/4)DNN(r)/DLL(r). 
In isotropic flows, this ratio should be 1, 
independent of the choice of the separation 
vector r. The symbols show the result when 
the angle of r is conditioned to be within a 
range θ ± π/12 relative to the rota-
tion axis. The effect of large-scale anisotropy 
is clearly seen, although there may be a hint 
of return to isotropy at small spatial scales. 
On the other hand, the ratio of the spatially 
averaged structure functions is very close to 
1 over a wide range of scales (black curve). 
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structing several apparatuses. Our appara-

tuses include a device named the Lagrangian 

Exploration Module (LEM), whose boundary 

has the shape of an icosahedron, with propel-

lers at the 12 vertices (Fig.3). We are building 

the LEM together with collaborators at ENS-

Lyon, France. In addition, we are building jet 

driven flows in containers with cubic and soc-

cer ball-like geometries. In these containers, 

air jets generated separately by 32 loudspeak-

ers drive the turbulence. In each of these ap-

paratuses, we anticipate that it will be pos-

sible to regulate the degree of isotropy by 

individually modulating the amplitude of the 

motions of each propeller or loudspeaker. Us-

ing pressurized sulfur-hexafluoride (SF6) as a 

working fluid, turbulence at Rλ~3000 can be 

achieved with Kolmogorov time and length 

scales resolvable by existing measurement 

techniques. 

Finally, we also have a high-pressure SF6 tur-

bulence tunnel scheduled for completion in 

Feb. 2008 (see next Section). It is designed to 

generate flows with Reynolds numbers, based 

on the Taylor scale, of up to 104, whereas cur-

rent laboratory apparatuses are limited to val-

ues of the Reynolds number of up to about 

103. Turbulence in the tunnel can be gener-

ated by active grids [9] or by fractal grids [10]. 

These novel grids are under development by 

various groups, including those of Z. Warhaft 

at Cornell University and J.C. Vassilicos at 

Imperial College London, with whom we are 

collaborating on the design of the grids. The 

tunnel allows investigation of the turbulence 

with both stationary probes and a sled capa-

ble of moving along the tunnel with the mean 

flow. The sled makes it possible to study La-

grangian dynamics over long particle trajecto-

ries using particle tracking. 

Figure 3: A drawing of the 
LEM with the motors and 
propellers in place. The 
cooling water channels on 
several panels are visible, 
which will be used to take 
away the heat generated by 
the turbulent flow inside.
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Göttingen High Pressure Turbulence Facility (GTF)

H. Nobach, H. Xu, E. Bodenschatz
D. Fünfschilling (ENSIC Nancy, France), 

 Z. Warhaft (Cornell University, USA), A. Tsinober (Imperial College, GB),  
Researchers from ICTR (International Collaboration for Turbulence Research – www.ictr.eu)

Investigations of the fundamental properties 

of turbulence require flows with high Reyn-

olds numbers under well-controlled condi-

tions. The flow properties need to be resolv-

able by modern measurement technology 

from the largest to the smallest spatial and 

temporal scales. On Earth the highest turbu-

lence levels (Reynolds numbers~107) are 

found in the atmospheric boundary layer. 

Even the most violent flows on Earth, such as 

plinian volcanic eruptions, have similar tur-

bulence levels. The observations of natural 

flows are difficult, as the conditions are rarely 

stationary and the scales of the flow are very 

large and make detailed measurements ut-

most difficult. For example, when considering 

the turbulent motion of clouds in the atmo-

spheric boundary layer, the largest scales of 

the flow are typically 100m, while the small-

est scales are fractions of millimeters. Anoth-

er complication is that clouds are carried by a 

mean wind. With current measurement tech-

nology it is very difficult, if not impossible, to 

resolve all scales of the dynamics of turbulent 

clouds. In addition, the turbulence generation 

mechanisms in nature are multifold and it is 

difficult to investigate how the turbulence de-

pends on its generation mechanisms. In the 

foreseeable future computational fluid dy-

namics can substitute experiments only for 

moderate Reynolds numbers at idealized flow 

conditions. Therefore, experimental facilities 

generating turbulent flow fields at high Reyn-

olds numbers are essential for the research. 

The properties of turbulence can either be 

measured from the spatial (Eulerian) perspec-

tive or from the perspective of particles car-

ried by the flow, the so-called Lagrangian per-

spective. While Eulerian measurements, have 

traditionally been conducted in wind tunnels 

with hot wire anemomentry, only recently it 

has become possible to conduct Lagrangian 

measurements with high accuracy at high 

Reynolds number thanks to the advance in 

imaging technology. 

High Reynolds-numbers at manageable tem-

poral and spatial scales under well-controlled 

conditions can be realized by employing the 

principle of physical self-similarity. The turbu-

lence Reynolds number scales as Re=ρvL/­η, 

where ρ is the density of the fluid, v is the fluc-

tuating velocity, L is the energy injection scale 

and η is the molecular dynamical viscosity. 

One-way to achieve high Reynolds numbers is 

to use cryogenic He gas. In this case very high 

Reynolds numbers can be achieved, however, 

with very small spatial and temporal scales 

that currently cannot be fully resolved by 

measurement technology. In addition, many 

methods well tested at room temperature are 

difficult to use at cryogenic temperatures. An 

alternative way is to increase the density by 

pressurizing the gas. This increases the Reyn-

olds numbers, as the molecular dynamical 

viscosity is approximately independent of 

pressure. In addition, by using a heavy gas, 

like sulfur hexafluoride (SF6) it is possible to 

reach high Reynolds numbers already at mod-

erate pressures of only 10-20 bar.

In Göttingen we have decided to go the sec-

ond path. We have installed two facilities that 

use pressurized SF6 gas at up to 19 bar. The 

institute installed a gas handling and liquefac-

tion system that handles and stores 12 tons of 

SF6. The gas is used in two facilities – the Göt-

tingen Turbulence Tunnel and the Göttin-

gen U-Boot. While the first is a wind tunnel 

with an extra long measurements section to 

allow particle tracking in the decaying turbu-

lence behind a passive or active grid, the lat-
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ter is used for the investigations in Lagrangian 

mixers and of turbulent thermal convection. 

In addition to serving the in-house experi-

mentalists, the GTF provides visitors with the 

possibility to study phenomena in turbulent 

flows under very well controlled conditions at 

high Reynolds and Rayleigh numbers.

The Building: Both facilities are housed in a newly construct-
ed building that has been optimized for vibration isolation 
and high temperature stability. It has been equipped with 
control systems allowing the safe use of the pressurized gases 
and of lasers. High bandwidth fiber optics links the facilities to 

a 80 processor data analysis cluster. A 36m2 class 1000 clean 
room is available for micro fabrication of sensors, like the 
hotwire probes needed for the Eulerian measurements in the 
Turbulence Tunnel. 
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The U-Boot: This is a general-purpose pressure vessel. It has 
been designed to house different experiments. Similarly to the 
turbulence tunnel, all equipment can be used inside the vessel for 
measurements from heat transport and PIV to 3D-Langrangian 

Particle Tracking (LPT). Experimental inserts available include a 
von Kármán type mixer with Rλ~3,500 and a turbulent cylindrical 
Rayleigh-Benard experiment of 1.1m diameter and 2.2m height 
that will reach Rayleigh numbers as large as Ra~1015.

The Turbulence Tunnel: Reynolds numbers of up to Re~107 are 
possible in this recirculation tunnel when filled with SF6 at 15bar. 
The tunnel is upright and consists of two measurement sections 
with a cross-sectional area of 1.9m2 and lengths of 9m and 7m, re-
spectively. Passive or active grids that are mounted at the entrance 
of each measurement section generate the turbulence. Two sleds, 
driven by linear motors, are installed that allow measurement 

devices (e.g. cameras and optics) to be moved with the mean veloc-
ity (up to 5m/s) of the circulating gas. The tunnel is pressure and 
temperature controlled, and has optical and electrical access. The 
circulating gas can be filtered to <1µm in order to provide a clean 
gas. Equipment can be installed either on the sleds or all along the 
measurement sections. Measurement equipments to be used in the 
tunnel are high-speed cameras, LDV/PDA system, and hot wires. 

The Specifications:
Tunnel: length 18m, height 6m, inner diameter 1.8m, pressure 1mbar-15bar, temperature: 20-35oC, mech. power 210kW, cooling power 

280kW, kin. visc. SF6 (15bar) 1.5x10-7m2/s. Expected properties: <u>max =5m/s, urms,max=1m/s, Lmax=0.45m, Rλ.max~104, εmax =1.4W/kg, η >8µm, 
τη>0.4msec. 
U-Boot: length 5.3m, max. height 4.0m, outer diameter 2.5m, straight cylinder length 4m, dome 1.5m high and 1.2m in diameter, pressure 
1mbar-20bar, temperature: 20-35oC, cooling power <50kW. Expected properties: Ramax = 7x1014 at high Ra only weakly non Boussinesq.
Gas Handling System: 4 tanks, 2.8m3 each, height 4m, diameter 1m, oper. pressure 1mbar-15bar, evacuation of tunnel air (1bar -> 1mbar )2.5h, 
pressurizing SF6 1mbar-> 15bar 8h, depressurizing SF6 15bar -> 1mbar 22h, filling with air (1mbar->15bar) 1h. 
Measurement Systems: 3D-LPT (36kHz), TOMO-PIV, LDV, PDPA, hotwires, lasers, optics, data analysis and storage cluster.
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What makes the grain silo fail and the com-

puter bit flip? In a wide range of physical re-

search, fluctuations and disorder have shifted 

out of the peripheral vision into the focus of 

attention. Complex systems often show large 

scale fluctuations of relevant quantities like 

the huge pressure fluctuations in large grain 

piles that can let silos collapse. And meso-

scopic systems may be too small for fluctua-

tions to be washed out by large ensembles and 

too big for microscopic events to prevail, so 

that electronic signals are dominated by com-

plex fluctuations. In those kinds of systems it 

is imperative to gain a deep understanding of 

the mechanisms of the fluctuations and the 

effects induced by large scale, i.e. correlated, 

disorder. 

This topical group is not joined by the simi-

larity of the physical systems studied in the 

individual projects, but rather by similar phe-

nomenology observed and similar methods 

needed for the description. Avalanches well 

known from granular matter – but still not 

 fully understood – are predicted in the dynam-

ics of ultra cold atoms (a Bose-Einstein-

 condensate) leaking out of optical lattices 

with an apparently new mechanism creating 

them. And scale free behavior is found in 

spinglasses and mesoscopic conductance. 

Anomalous random walks in complex envi-

ronments are linking social studies, polymer 

physics, light propagation in random lasers 

and the dynamics of chemical reactions. 

In the following we give an overview of the 

current activities of this topical group. They 

are mostly concerned with transport phenom-

ena, where disorder and fluctuations play the 

leading role. Starting with the dynamics of 

dry and wet granular matter and spinglasses, 

the trail leads on to the elasticity of polymeric 

materials. Random walks and anomalous dif-

fusion are studied by fractional calculus and 

numerical methods in physical, biological and 

social systems. Studies on single and many 

particle mesoscopic physics, the dynamics 

of chemical reactions and on fundamental 

aspects of turbulence form the conclusion of 

this section.

Different projects use different approaches for 

similar phenomena and different phenomena 

are studied by similar methods. We are there-

fore confident that an exchange of expertise 

and a combination of methods and ideas from 

the different research areas will benefit all 

projects and stimulate interesting new collab-

orations that may help to tackle some of the 

open problems in understanding the effects 

created by correlated disorder and the nature 

of complex fluctuations. 

Fluctuations, Disorder and Transport

Topical Group
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The Boltzmann equation for inelastically 

colliding particles has been a rather success-

ful tool to account for cooling and transport 

in granular gases. However most previous 

work has considered grains with translational 

degrees of freedom only which is correct for 

perfectly smooth particles. If there is some 

surface roughness, the collisions between the 

particles give rise to an exchange of transla-

tional and rotational energy in addition to en-

ergy dissipation. 

We have shown that in a granular gas of 

rough particles the axis of rotation is correlat-

ed with the translational velocity of the par-

ticles [1]. The average relative orientation of 

angular and linear velocities depends on the 

parameters which characterize the dissipative 

nature of the collision. We model the dissipa-

tion by a constant coefficient of normal resti-

tution εn and the roughness by a correspond-

ing coefficient of tangential restitution ε t. We 

then quantify the orientational correlation via  

 

.

 

A theory for these correlations has been de-

rived and validated with numerical simula-

tions for a wide range of coefficients of nor-

mal and tangential restitution. The limit of 

smooth spheres is shown to be singular: even 

an arbitrarily small roughness of the particles 

gives rise to orientational correlations. 

The kinetic theory of driven and undriven 

granular gases, taking into account both trans-

lational and rotational degrees of freedom, al-

lows for a calculation of the high-energy tail 

of the stationary bivariate energy distribu-

tion, depending on the total energy E and the 

ratio χ  of rotational energy Ew to 

total energy [2]. Extremely energetic particles 

have a unique and well-defined distribution 

ƒ(χ) which has several remarkable features: χ 
is not uniformly distributed as in molecular 

gases; ƒ(χ) is not smooth but has multiple sin-

gularities. The latter behavior is sensitive to 

material properties such as the collision pa-

rameters, the moment of inertia and the col-

lision rate. Interestingly, there are preferred 

ratios of rotational-to-total energy. In general, 

ƒ(χ) is strongly correlated with energy and the 

Correlations and Transport in Granular Fluids

 T. Aspelmeier, A. Zippelius
A. Fiege, W.T. Kranz

E. Ben-Naim (Los Alamos, USA), T. Pöschl (Bayreuth), N.V. Brilliantov (Potsdam)

Figure 1: a) The angular (red) and linear (grey) 
velocities of rough spheres can a priori have arbitrary 
relative orientation. We roughly distinguish between 
a cannon ball like behaviour where the axes are ap-
proximately aligned and a tennis ball like behaviour 
where the axes form a right angle. 

b) Shown is the color coded stationary value of 〈cos2 

θ〉, a measure for the orientational correlation, as a 
function of the coefficients of normal (εn) and tan-
gential (ε t) restitution. The solid line marks vanishing 
correlations. Yellow colour indicates cannon ball 
behaviour while red & blue hues indicate tennis ball 
like orientations.
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deviations from a uniform distribution grow 

with energy.

Driven granular matter is inherently out of 

equilibrium and its static and dynamic prop-

erties are highly nontrivial [3, 4]. Structure 

formation in driven granular matter is inves-

tigated using the simplest possible driving 

mechanism, i.e. driving each particle i via 

a random force 
→          a    bζi (〈ζi ζj 〉 ∼ δij δab) . While 

this is not the situation usually found in ex-

periments, it allows for analytical progress 

which is not possible for more realistic driv-

ing methods (e.g. shaking, fluidizing by air, 

etc.). Structure and dynamics of such a sys-

tem depend crucially on whether the driv-

ing satisfies momentum conservation, and 

on the length scale on which momentum is 

conserved. A hydrodynamic analysis shows 

that granular matter driven in this fashion 

does not exhibit clustering instabilities but 

develops to a steady state [6] which displays 

unexpected spatial correlations in the density 

and velocity fields. The static and dynamic 

structure factors obtained from this analysis 

are used as input for a mode-coupling calcu-

lation [5] of the velocity autocorrelation func-

tion  in the driven steady 

state. Both the velocity autocorrelation func-

tion and the diffusion constants derived from 

it can then be compared to simulations. 

[1]  N.V. Brilliantov, T. Pöschel, W.T. Kranz and A. Zippelius, Phys. Rev. Lett. 98 (2007) 
128001. 

[2] E. Ben-Naim and A. Zippelius, J. Stat. Phys. 129 (2007) 677. 
[3] A. Zippelius, Physica A 369 (2006) 143. 
[4] I. Goldhirsch, Annu. Rev. Fluid. Mech. 35 (2003) 267. 
[5] J. Bosse, W. Götze and M. Lücke, Phys. Rev. A 17 (1978) 434. 
[6]  T. P. C. van Noije, M. H. Ernst, E. Trizac and I. Pagonabarraga, Phys. Rev. E 59 (1999) 

4326.

Figure 2: The static structure factor S(k) of a system 
of hard spheres for perfectly elastic interactions and 
for a driven inelastic system where the driving fulfills 
momentum conservation only on the largest length 
scales. Both curves show data from large scale event 
driven simulations. Note the diverging structure fac-
tor in the driven case for small wave numbers k. The 
inset shows a small part of a representative driven 
system. 
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Statics and Dynamics of Wet Granulates

When mixed with a wetting liquid, a pile of 

sand grains turns into a moldable material. 

The mechanical stability is a consequence of 

the air-water interfaces spanning between ad-

jacent sand grains. Quite surprisingly the me-

chanical stability of a wet granulate does not 

depend on the amount of liquid over a wide 

range. Only for a high liquid content close 

to saturation, the cohesion weakens and the 

granular pile looses its stability [1,2]. This 

decrease of capillary cohesion can lead to a 

sudden fluidization of the granulate under ex-

ternal loads, in particular in response to shear 

stress [3] (when a landslide is induced by 

heavy rainfall [4]). A thorough understand-

ing of the complex dynamic behavior of wet 

granular piles has to address several physical 

aspects ranging from the geometry of random 

packings, via capillarity and wetting of com-

plex geometries, to the fluid dynamics and 

mechanics of cohesive granulates. 

First, we have studied the equilibrium shapes 

of wetting liquids in static granular assem-

blies. Owing to their high symmetry and well 

defined geometry, we started our investiga-

tion with random piles of spherical beads. 

High resolution x-ray micro-tomography [1,5] 

and the application of efficient segmentation 

algorithms [6] allowed us to resolve the pack-

ing geometry of grains, and the shape of the 

liquid structures in three dimensions with a 

micrometer resolution (Fig.1). The experi-

mentally detected liquid shapes could be di-

rectly compared to the results of numerical 

minimizations of the interfacial energy em-

ploying a finite element representation of the 

liquid-air interface in the respective bead ge-

ometries [1] (see Fig.2). The experimentally 

observed distribution of angular distances be-

tween neighboring contact points exhibits a 

sharp peak at 60°. Consequently, the opening 

angle of a capillary bridge in the pile is limited 

by 30°. The coalescence of neighboring cap-

illary bridges leads to open liquid structures 

with a large liquid-air interface with constant 

Laplace pressure (Fig.3a). 

Rather than being spherical, the grains in 

‘real’ granulates are irregularly shaped. In or-

der to reduce the symmetry of the grains we 

consider random assemblies of cylinders, and 

liquid structures between irregular granules. 

Time resolved imaging of the liquid structures 

by ultrafast x-ray tomography [1] revealed 

that liquid is exchanged between individ-

ual liquid structures on a typical timescale 

of several minutes, see inset of Fig.3a. The 

transport of the wetting liquid in the granular 

pile is driven by differences in Laplace pres-

sure and may proceed via the vapor phase or 

within a wetting film. The interplay of the dif-

fusive exchange between the individual water 

domains and the sudden changes in the La-

place pressure caused by coalescence events 

sets the growth law for the coarsening of the 

liquid structures. Percolation phenomena and 

the distribution of volume and Laplace pres-

sure will be studied in a minimal model, and 

compared to detailed Lattice Boltzmann sim-

ulations of the two phase fluid in the pile.

M. Brinkmann, R. Seemann, J. Vollmer, S. Herminghaus
J. Sarkar, Z. Khan, J.O. Claussen,  

H. Ebrahimnazhad Rhabari, M. Scheel, D. Hornung
M. DiMichiel (Grenoble, France), A. Sheppard (Canberra Australia)

Fig 1: Compilation of x-ray micro-tomographies of different types of wet grains: 
 a) spherical beads, b) rounded sand grains, and c) cylindrical segments.
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Figure 2 Surface to volume plot of liquid structures 
found by X-ray micro-tomography in a wet pile of 
spherical beads (average bead radius R = 240 μm). 
The distinct groups of data points correspond to a 
certain class of liquid morphologies. Insets: liquid 
morphologies as found by X-ray micro-tomography in 
comparison to numerical minimizations. The dashed 
line indicates the surface to volume ratio of the larg-
est cluster at W = 0.17; the solid line corresponds to 
complete filling of the voids, which lies at least three 
times below the experimentally found values.

Figure 3: a) Laplace 
pressure of capillary water 
bridges in an assembly of 
spherical glass beads as 
a function of the liquid 
content, W. The pressure, 
P has been rescaled by 
the surface tension, γ, 
and bead radius, R. We 
find a clear plateau for 
W>W*=0.025. The inset 
shows the volume of in-
dividual capillary bridges 
as a function of time after 
sample preparation. b) 
Fluidization amplitude, 
Γc , of wet glass beads and 
sand as function of liquid 
content, W. Except for very 
small liquid contents, Γc 
is virtually independent 
of W. 

[1]  M. Scheel et al., Morphological clues to the 
stability of wet granular piles, Nature Materials, 
in press

[2]  S. Herminghaus, Dynamics of wet granular 
matter. Advances in Physics 54, 221 (2005) 

[3]  P. Tegzes, T. Vicsek, P. Schiffer, Avalanche 
Dynamics in wet granular material. Phys. Rev. 
Lett. 89, 094301 (2002)

[4]  N. Lu, B. Wu, C.P. Tan, Tensile strength 
characteristics of unsaturated sands. Geotech. 
Geoenviron. Eng. 133, 144-154 (2007)

[5]  M. Di Michiel et al. Fast microtomography us-
ing high energy synchrotron radiation. Rev. Sci. 
Instr. 76, 043702 (2005) 

[6]  A. P. Sheppard, R. M. Sok, H. Averdunk, Tech-
niques for image enhancement and segmenta-
tion of tomographic images of porous materi-
als. Physica A 339, 145–151 (2004).

[7 ]  Z. Fournier et al., Mechanical properties of wet 
granular materials, J. Phys. Condens. Matter 
17, 2140 (2004)

The insensitivity of the mechanical stability 

with respect to the liquid content was demon-

strated for spherical beads and sand grains in 

a variety of mechanical tests including fluidi-

zation by vertical agitation [7], tensile stress 

measurements using a centrifuge, and in 

shear cell experiments [1,2], cf. also Fig.3b. 

Fluidization of a dense granulate under shear 

forces in the regime of individual liquid bridg-

es is presently studied in a molecular dynam-

ics simulation with hysteretic interparticle 

forces. One of the objectives of this study is 

to explore which aspects of the transport in 

these systems can faithfully be described by 

macroscopic transport equations for momen-

tum and energy. 
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Free Energy Fluctuations and Domain Wall 
Energies in Spin Glasses

The effects of disorder in low dimensions 

are in general poorly understood. Spin glasses 

offer a unique way to investigate these effects 

since they are the ‘simplest’ disordered sys-

tems and since the recent development of 

powerful new methods has made analytical 

and numerical progress possible. 

One of the central and unsolved problems 

in spin glass physics are domain wall ener-

gies. Unlike in ferromagnets, the free energy 

of a low energy excitation is very difficult to 

estimate because a region of spins which is 

flipped relative to the ground state (a drop-

let) can make use of the disorder inherent in 

the sample. By choosing a surface which pre-

dominantly crosses weak bonds the droplet of 

linear size L can minimize its energy which is 

then proportional to Lθ with  θ ≤ d – 1

         2
, while 

its surface becomes a fractal object with di-

mension ds. In [1] we found a very surpris-

ing correspondence between the domain wall 

free energy (in dimensions d≥6) and the sam-

ple-to-sample fluctuations of the free energy 

∆F in the mean-field Sherrington-Kirkpatrick 

model. This model corresponds to d=∞ and 

has no spatial structure at all. The question 

of finding the domain wall energy is there-

fore equivalent to finding ∆F. However, this 

quantity is also very difficult to calculate. Nu-

merical estimates have only been carried out 

at zero temperature and lead to ∆F~Nμ with 

μ�0.25, where N is the system size. The cor-

respondence between ∆F and the domain 

wall energies leads to the prediction θ=dμ . 

In order to calculate ∆F analytically, we have 

developed a new method based on interpolat-

ing Hamiltonians [2,3]. Interpolating Hamil-

tonians have been introduced in the literature 

to prove, among other things, the correctness 

of the Parisi free energy for the Sherrington-

Kirkpatrick model and are a very powerful 

tool to obtain rigorous results. Our new meth-

od leads to an unexpected exact relation be-

tween ∆F and spin glass chaos. Chaos refers 

to the property of spin glasses that an arbi-

trarily small change in e.g. the temperature or 

the couplings leads to a totally uncorrelated 

equilibrium state (in the thermodynamic lim-

it). This correspondence between fluctuations 

and chaos is extremely powerful because it al-

lows, for the first time, an analytical calcula-

tion of the fluctuations by calculating chaos 

(which is possible by replica methods), and 

it suggests new algorithms to obtain the 

fluctuations numerically at nonzero tempera-

ture. So far we have obtained the “rigorous” 

upper bound μ ≤ 
1
–
4

and expect to be able to 

calculate μ exactly in the future. 

While we do not yet have the precise answer 

for μ, its most likely value is 1
–
6

. This is the 

result of heuristic arguments and simulations 

[4]. The main idea behind these arguments is 

that the infinite hierarchy of replica symme-

try breaking in the Sherrington-Kirkpatrick 

model is stabilized at a finite value in a finite 

system due to self-energy terms. An estimate 

of the self-energy leads to an estimate for the 

number of symmetry breaking steps K~N1/6. 

Many quantities can be calculated for a finite 

value of K from the Parisi scheme and thus 

their finite size corrections can be inferred 

from the relation between K and N. We obtain 

for example the values 
   2
– –
   3

 for the shift expo-

nent (the exponent which governs the differ-

ence between the free energy per spin and its 

thermodynamic limit as a function of system 

size), the same value for the corresponding 

exponent for the internal energy, μ= 1
–
6

and 

T. Aspelmeier
A. Braun (University of Göttingen), M.A. Moore (Manchester, UK), 

  A. Billoire (Saclay, France), E. Marinari (Rome, Italy)
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various other finite size correction exponents. 

All of these predictions agree well with exten-

sive numerical simulations. 

Although μ is a quantity which stems from 

the mean-field model, the value μ=1
–
6

 has 

far-reaching consequences for the physics of 

finite dimensional spin glasses. The predic-

tion θ=dμ , which applies only above the up-

per critical dimension of 6 and only if replica 

field theory is valid, can be tested numeri-

cally [5]. Good agreement is observed. This 

constitutes a very strong test for replica field 

theory. In low dimensions d<6, however, the 

calculation in [1] indicates that the domain 

wall energy is dominated by a different term 

if indeed μ  were equal to 
1
–
6 . This suggests a 

changeover from the replica symmetry break-

ing field theory in high dimensions to a drop-

let-like theory in low dimensions.

We plan to extend our approach of using in-

terpolating Hamiltonians to finite dimen-

sional spin glasses. Again we expect an exact 

relationship between fluctuations and chaos. 

In contrast to the mean-field case, the fluctua-

tions in finite dimensions are known while 

chaos is hard to calculate. Our approach will 

allow us to obtain information about chaos 

from the known fluctuations.

In order to further illuminate the question 

whether and how a change in spin glass phys-

ics occurs at the upper critical dimension, we 

have investigated a different model, the m-

component spin glass on the Bethe lattice [6]. 

In conjunction with the cavity method, which 

we have extended to m-component spins, the 

low-temperature phase of a vector spin glass 

has been analyzed in great detail. When the 

number of spin components is infinite, the 

system is replica symmetric for all connectivi-

ties. We have derived zero temperature scal-

ing laws which connect exponents for finite-

N, infinite-m systems with those of infinite-N, 

finite-m ones, allowing us to make predic-

tions for a finite number of components. The 

drawback of this method is that it implicitly 

assumes replica symmetry. As an alternative, 

we can access finite-m systems sytematically 

using a  
1
–
m -expansion. In numerical simula-

tions, the latter approach shows a first phase 

transition to a replica symmetric low tempera-

ture phase, followed by a second phase tran-

sition to a state with broken replica symme-

try. This second phase transition will offer us 

the opportunity to investigate the reasons for 

symmetry breaking as a function of tempera-

ture, connectivity and number of spin compo-

nents in detail in the future. 

[1] T. Aspelmeier, M. A. Moore, and A. P. Young, Phys. Rev. Lett. 90 (2003) 127202. 
[2] M. Goethe and T. Aspelmeier, cond-mat/­0610228, submitted to Phys. Rev. B. 
[3] T. Aspelmeier, in preparation. 
[4]  T. Aspelmeier, A. Billoire, E. Marinari and M.A. Moore, arXiv:0711.3445v1, submitted 

to J. Phys. A. 
[5] S. Boettcher, Europhys. Lett. 67 (2004), 453. 
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The classical theory of rubber elasticity [1] 

has been remarkably successful in describ-

ing the behavior of elastomeric systems in 

which there is no long-ranged nematic order. 

A blend of phenomenology and molecular-

level reasoning, it is based on a few simple as-

sumptions and bears great predictive and de-

scriptive power. It models rubbery materials 

(i.e. elastomers) as incompressible networks 

of entropic Gaussian polymer chains and, 

further, assumes that the cross-links (i.e. the 

junctions of the polymer network) are fixed 

in space (for any given macroscopic deforma-

tion) but nevertheless deform affinely under 

macroscopic deformation. The classical theo-

ry gives their elastic free energy density ƒ as 

ƒ= μ–2  TrΛTΛ, for a spatially uniform deforma-

tion r →Λ·r that conserves the volume (i.e. 

obeys detΛ=1). For most rubbery materials 

the assumption of volume conservation (i.e. 

incompressibility) is well satisfied. The shear 

modulus μ  is given by nckBT, where T is the 

temperature and kB is Boltzmann’s constant. 

The parameter nc is usually referred to as “the 

density of effective chains in the network.” 

The classical theory explains many essential 

features of rubbery materials, such as their 

stress-strain curves (at least for deformations 

that are not too large), and the striking tem-

perature-dependence of their shear moduli, 

as well as their strain-induced birefringence 

(i.e. the stress-optical effect). 

Recently, an elegant anisotropic generaliza-

tion of the classical model [2], known as the 

neo-classical model, was constructed to de-

scribe the highly unusual elasticity of nemati-

cally ordered elastomers, i.e. rubbery materi-

als having (spontaneously) broken rotational 

symmetry, and has done so with considerable 

success. According to the neo-classical mod-

el, in the presence of nematic order the elas-

tic free energy of a nematic elastomer under 

a deformation Λ  is given by ƒ= μ–2  Trl0ΛTl-1Λ, 
where l0 and l are the (in general, anisotropic) 

step-length tensors in the initial (i.e. Λ =1) 

and the deformed (i.e. Λ �1) states that char-

acterize the conformations of the polymer 

chains. The step length tensors l0 and l have 

the symmetry of the nematic order parameters 

in the initial state and in the deformed state, 

respectively. A remarkable feature of Eq. (2) 

is that in the nematic phase, for which l0 and l 

are both anisotropic and differ only by a rota-

tion, there exists a continuous manifold of de-

formations that cost zero elastic free energy. 

We have constructed a Landau theory for the 

gelation transition in cross-linked polymer 

systems possessing spontaneous nematic or-

dering, based on symmetry principles and the 

concept of an order parameter for the amor-

phous solid state [3]. This theory has been 

derived from a simple microscopic model of 

cross-linked dimers. Minimization of the Lan-

dau free energy in the presence of nematic 

order yields the neo-classical theory of the 

elasticity of nematic elastomers and, in the 

isotropic limit, the classical theory of isotropic 

elasticity. These phenomenological theories 

of elasticity are thereby derived from a mi-

croscopic model, and it is furthermore dem-

onstrated that they are universal mean-field 

descriptions of the elasticity for all chemical 

gels and vulcanized media. 

Motivated by the organization of cross-linked 

cytoskeletal biopolymers, we have developed 

a semimicroscopic replica field theory for the 

formation of anisotropic random networks of 

semiflexible polymers [4]. The networks are 

formed by introducing random permanent 

cross-links which fix the orientations of the 

corresponding polymer segments to align 

with one another. Upon increasing the cross-

Anisotropic Random Networks and Nematic Elastomers

A. Zippelius
M. Kiems 

P. Benetatos (University of Göttingen), P.M. Goldbart (Urbana-Champain, USA)
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link density, we obtain a continuous gelation 

transition from a fluid phase to a gel where a 

finite fraction of the system gets localized at 

random positions. For sufficiently stiff poly-

mers, this positional localization is accom-

panied by a continuous isotropic-to-nematic 

(IN) transition occuring at the same cross-link 

density. As the polymer stiffness decreases, 

the IN transition becomes first order, shifts to 

a higher cross-link density and is preceded by 

an orientational glass (statistically isotropic 

amorphous solid) where the average polymer 

orientations freeze in random directions. 

We are currently extending these studies to 

polar systems as well as two-dimensional net-

works of semiflexible chains which are cross-

linked under a prescribed angle. The aim is to 

investigate the appearance of orientational or-

der in the solid phase depending on the cross-

linking geometry and the bending stiffness 

of the polymers. Another direction of future 

research are crosslinked directed polymers, a 

simple model system with built-in anisotropy. 

Crosslinking directed polymers will give rise 

to an anisotropic gel which in addition to a tilt 

stiffness will be characterized by a finite in-

plane shear modulus. This would be a novel 

cross-link-induced amorphous solidification 

transition – besides the thermodynamic tran-

sition of a flux-line liquid to the Abrikosov 

lattice. 

[1] L. R. G. Treloar, The Physics of Rubber Elasticity (Clarendon Press, Oxford, 1975). 
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[3] X. Xing et al. preprint (2007). 
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[5] X. Mao et al., Europhys. Lett. 80 (2007) 26004.

D. Brockmann, M. Timme, V. Zaburdaev, T. Geisel, S. Herminghaus
V. V. Belik, V. David, B. Schwenker, 
L. Hufnagel (EMBL, Heidelberg),

Complex dynamical systems in physics, biolo-

gy and ecology exhibit the interplay of spatial 

structure, nonlinear interactions of dynamical 

entities, fluctuations due to internal stochas-

ticity and anomalous transport of interacting 

agents. The key goal of the projects outlined 

below is to discern qualitative and character-

istic features of classes of complex dynamical 

effects when various combinations of these 

factors interact.

In a first project [2] we show that spatial in-

homogeneities can speed up stochastic dis-

persal if the dispersal is anomalous, unlike 

ordinary diffusion which is typically slowed 

down in spatially structured environments. 

In a second project we show that mean field 

models for wave propagation into an unstable 

region are structurally unstable if the disper-

sal of particles in superdiffusive [3], i.e. arbi-

trarily small perturbations to the system entail 

qualitatively different dynamics.

 

Accelerating random walks by disorder
A particle performing ordinary diffusion is 

typically characterized by a spatiotemporal 

scaling relation |X(t)|~t1/­2. An increasing 

Anomalous and Nonlinear Diffusion in Physics and Biology
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number of physical and biological systems 

are in conflict with this relation and exhibit 

anomalous diffusion. Whenever the spatio-

temporal scaling relation |X(t)|~t1/­μ  with 

an exponent 0< μ <2 is observed a system is 

said to exhibit superdiffusive behavior. Theo-

retically, superdiffusion is often accounted for 

by scale free random walks [4] which have 

become known as Lévy flights. They can be 

described macroscopically by a fractional dif-

fusion equation,

    

in which the ordinary Laplacian is replaced 

by a fractional operator. A generalization of 

this equation suitable for spatially structured 

systems is given by

     

in which the spatial heterogeneity is modeled 

by a salience field s(x)>0 and the key param-

eter 0 ≤ c ≤1 which governs the impact of ori-

gin and destination locations on the transition 

rate (Fig.1). Our analysis reveals that unlike 

ordinary random walks, non-local superdiffu-

sive processes show distinct regimes of atten-

uation and acceleration (Fig.2). Consequent-

ly, spatial inhomogeneities can facilitate the 

spread of superdiffusive processes, in contrast 

to the common belief that external disorder 

generally slows down stochastic processes. 

Wavepropagation in  
Reaction-Superdiffusion dynamics
One of the fundamental processes involved in 

nonequilibrium pattern formation is the spa-

tial propagation of interfaces or fronts. One 

of the most prominent models that exhibits 

propagating fronts is the Fisher-Kolmogorov-

Petrovsky-Piscounov (FKPP) equation for 

the spatial concentration u(x,t) of a reacting 

agent: д1u=λu(1–u)+DΔ u. The description 

of physical and biological systems with this 

type of equation assumes that the number of 

particles is sufficiently high such that fluctua-

tions can be neglected and that particles dis-

perse diffusively in space. When the assump-

tion on diffusion is relaxed and superdiffusive 

agents are considered one is tempted to gen-

eralize the FKPPE by replacing the diffusion 

term with the fractional operator introduced 

above:

 

This equation has been studied in detail [5] 

and unlike the original FKPPE it does not ex-

hibit constant speed traveling wave front so-

lutions with an exponential front shape. A key 

result of our study is that fractional reaction-

superdiffusion equations of the type above are 

structurally unstable: As soon as arbitrarily 

small fluctuation are introduced (i.e. an arbi-

trarily large but finite number of reacting par-

ticles) constant speed front propagation and 

exponential front shapes are recovered much 

like in ordinary reaction-diffusion systems.  

Figure 1: Random walk 
processes in inhomoge-

neous salience fields s(x) in 
two (a) and one (b) dimen-

sions. Source and target 
locations of a random jump 

are denoted by y and x, 
respectively.

Figure 2: The impact of source and target location on 
the asymtotics of random walk processes. The quan-

tity Gμ,c(0) describes the impact of the heterogeneity 
on the asymptotic dispersal magnitude. Positive or 

negative values of this quantity indicate that the 
process is slowed or sped up, respectively. Only Lévy 

flights can exhibit facilitated dispersal speed.
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Figure 3: Asymptotic front veloc-
ity in the full stochastic model 
of a paradigmatic two particle 
reaction kinetic scheme A+B →2A. 
(a) The solid line depicts the total 
mass I(t) of type A particles as a 
function of time. A constant front 
velocity is attained asymptoti-
cally (dashed line). (b) Average 
shape of the wave front of type A 
particles in the linear regime.
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Transport and Non-linear Dynamics in Mesoscopic Systems

Micro- and nanoscale semiconductor elec-

tronic and optical devices are prime examples 

of mesoscopic systems that inspire our activi-

ties in this project. Not only are these interest-

ing from a technological point of view but pro-

vide superb models for studying fundamental 

aspects of mesoscopic wave propagation, 

Hamiltonian non-linear dynamics, quantum 

chaotic systems and the transition from bal-

listic transport to branched flows and local-

ization. In this report we focus on our recent 

progress in the understanding of mesoscopic 

conductance fluctuations [1] as an example 

of our past and ongoing activities stretch-

ing from the study of scared wave functions 

in quantum graphs to the light transmission 

through the retina [2]. 

A prominent feature of electronic transport in 

mesoscopic systems is that the conductance 

as a function of an external parameter, e.g., 

a gate voltage or a magnetic field, shows re-

producible fluctuations caused by quantum 

interference [3]. In a disordered mesoscopic 

conductor – which is smaller than the phase 

coherence length of the charge carriers but 

large compared to the average impurity spac-

R. Fleischmann, T. Kottos, H. Schanz (until Spring 2007), T. Geisel
O. Bendix, K. Bröking, H. Hennig, J.A. Mendéz-Bermúdez (now at Puebla, Mexico), J. Metzger 

D. Cohen (Ben Gurion Univ., Israel), L. Hufnagel (EMBL Heidelberg),  
H.-J Stöckmann (Univ. Marburg), D. Weiss (Univ. Regensburg)
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ing – the transmission is the result of the in-

terference of many different, multiply scat-

tered, and complicated paths through the 

system. As these paths are typically very long 

compared to the wavelength of the charge 

carriers the accumulated phase along a path 

changes basically randomly when the exter-

nal parameter is varied. This results in a ran-

dom interference pattern, i.e., reproducible 

fluctuations in the conductance of a univer-

sal magnitude on the order of 2e2/­h, the so-

called universal conductance fluctuations [4]. 

The role of disorder in providing a distribu-

tion of random phases can as well be taken by 

chaos. Thus ballistic mesoscopic cavities like 

quantum dots in high-mobility two-dimen-

sional electron gases that form chaotic bil-

liards show the same universal fluctuations. 

If the average of the phase gain accumulated 

on the different paths traversing the system 

exists, the conductance curves are smooth on 

parameter scales that correspond to a change 

of the average phase gain on the order of and 

smaller than the wavelength of the carriers. 

In systems with mixed phase space, where 

chaotic and regular motion coexist, this phase 

gain, however, is typically algebraically dis-

tributed, and an average phase gain does not 

exist (neglecting the finiteness of the coher-

ence length and assuming the semiclassi-

cal limit heff→0). Therefore the conductance 

curve of such a system fluctuates on all pa-

rameter scales and forms a fractal. The frac-

tal dimension D is connected to the exponent 

γ of the algebraic distribution of phase gains 

by D=2−γ/­2 [5]. This prediction from semi-

classical theory inspired a number of both 

theoretical and experimental works and such 

fractal conductance fluctuations (FCFs) have 

since been confirmed in gold nanowires and 

in mesoscopic semiconductor quantum dots 

in various experiments [6]. The whole scope 

of conductance fluctuations is, however, still 

not understood. Motivated by puzzling ex-

perimental results showing a dependence of 

the fractal dimension on the coherence length 

[7], we studied the classical limit of transport 

through quantum dots finding fractal fluctua-

tions. We were able to explain and generalize 

these findings and have shown that the con-

ductance of purely classical low-dimensional 

Hamiltonian systems very fundamentally 

exhibits fractal fluctuations, as long as trans-

port is at least partially conducted by chaotic 

dynamics. Thus not only mixed phase space 

systems, but fully chaotic systems as well, 

generally show FCFs with a fractal dimension 

determined by fundamental properties of cha-

otic dynamics [1]. 

How Hamiltonian chaotic dynamics leads to 

fractal fluctuations in the conductance, i.e. 

the transmission, shall be demonstrated in 

the paradigmatic case of the standard map

 

  

which goes through the whole KAM route to 

chaos: from integrable (K=0) via a mixed 

phase space to fully chaotic in dependence 

of the non-linearity parameter K (for the K 

values used below the phase space is fully 

chaotic). One can think of the map taking the 

role of the Poincare surface of section in a bil-

liard model of a quantum dot. We attach leads 

to the map by opening it at p=±πn, i.e. we 

start trajectories on the line p=­πn and follow 

the dynamics until they are leaving the region 

of interest (“the system”) either at p=+πn 

(transmission) or at p=­πn (reflection).

To visualize the phase space structures re-

sponsible for the reproducible fluctuations 

we split the exit set (the phase space part that 

leaves the system in the next iteration) into a 

transmission and a reflection part and color 

code them red and blue. We then iterate the 

map backwards in time and see that red and 

blue lobes form in the injection lead, i.e. the 

phase space below p=­πn (Fig.1 top left; the 

complete time reversed mapping is visualized 

in the top right for the 1st and 4th backward 

iteration). These lobes form by the character-

istic stretching-and-folding action of chaotic 
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Figure 1
The typical lobe structure 
of the phase space of cha-
otic systems leads to fractal 
transmission fluctuations 
(n=3)

dynamics. An important finding is that the 

thickness w of these lobes is algebraically dis­

tributed, n(w)∝ w ­α , even for fully developed 

chaos (a heuristic argument for this is given 

in [1] connecting α to the escape-rate γ and 

the Lyapunov-exponent λ; see Fig.1 bottom 

center) and not exponentially as one might 

have expected. The action of small external 

parameter changes (here the variation of K) 

is mainly to shift these lobe structures over 

the starting line p=­πn (Fig. 1 center row). 

Each lobe’s contribution to the transmission 

(red) or the reflection (blue) is given by the 

length of the segment of the starting line in-

tersecting with the lobe. The variation of this 

length with K leads to spike like structures in 

the transmission curve T(K) (Fig.1 top center) 

with a maximal height ΔTmax ∝ w β (Fig.1 

lower left). We could analytically estimate 

the fractal dimension of the transmission (i.e. 

conductance) curve and found 

 D= α - β.

In conclusion, we could show that transport 

through chaotic systems due to the typical 

lobe structure of the phase space in general 

produces fractal conductance curves, where 

the fractal dimension reflects the distribution 

of lobes in the exit and/­or entry set. In con-

trast to the semiclassical effect, the size of the 

fluctuations is not universal, but depends on 

specific system parameters. Due to the fractal 

nature of the classical conductance, however, 

there is no parameter scale that separates co-

herent and incoherent fluctuations.
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Figure 1 
 Parametric evolution of the 

fidelity F(t) for different 
perturbation strengths δk of 

the intersite coupling, as a 
function of time. The fidelity 
exhibits echoes at multiples 

of techo associated with the 
classical self-trapping effect 

due to non-linear interac-
tions between bosons.

Quantum Chaos and Mesoscopic Transport  
with Interacting Bosons

T. Kottos, R. Fleischmann
T. Geisel, M. Hiller, H. Hennig

D. Cohen (BGU, Israel), A Ossipov (Nottingham, U.K.), J. Bodyfelt, G.S. Ng (Wesleyan, USA)

Considerable progress in cryogenics during 

the last decades has made it possible to exper-

imentally realize Bose-Einstein-Condensates 

(BECs), whose macroscopic quantum states 

have attracted the imagination of physicists 

for generations. One of the most fascinating 

experimental achievements was the realiza-

tion and manipulation of BECs of ultra-cold 

atoms in optical lattices (OL) and the creation 

of “atom chips” which are suggested as poten-

tial building blocks for quantum information 

processing while at the same time they allow 

for novel, concrete applications of quantum 

mechanics such as atom interferometers 

and atom lasers. The precise tailoring and 

manipulation of OL on the other hand have 

 allowed us to investigate complex solid state 

phenomena, such as the Mott-Insulator to su-

perfluid transition, the Josephson effect, the 

atom blockade phenomenon in quantum-dot-

like potentials, Anderson localization, and 

Bose-Glass transitions. In fact, it is envisioned 

that the emerging field of atomtronics (i.e. 

the atom analogue of electronic materials, 

devices and circuits) will be able to provide 

much more powerful devices in comparison 

with the solid-state ones where device imper-

fections and decoherence quickly destroy the 

delicate quantum effects. Finally, interacting 

bosonic systems, having a well defined clas-

sical limit, provide an excellent playground 

where fundamental issues related to the ad-

vancement of classical, semiclassical, and 

statistical methods can be addressed.

Among all the exciting issues raised in the 

framework of interacting bosonic systems, we 

have chosen to organize our group‘s research 

efforts on studying their response to external 

driving fields (say perturbations of the inter-

site coupling δk), and on their transport and 

decay properties from an OL. More specifi-

cally, in a series of recent papers [1,2,3] we 

p
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have analyzed the parametric evolution of the 

Local Density of States (sudden limit), wave-

packet dynamics scenario (rectangular per-

turbations) and Fidelity decay (time-reverse 

perturbations) for the case of bosons loaded 

in a three site lattice (quantum trimer). Issues 

like quantum chaos, decoherence and quan-

tum-classical correspondence were in the 

focus of these investigations. An important 

outcome of these studies was the identifica-

tion of pronounced structures in the energy 

landscape of the perturbation operator which 

reflect the underlying classical lattice dynam-

ics. The most dramatic consequences were 

observed in the study of quantum irreversibil-

ity. We found the appearance of pronounced 

echoes(see Fig.1) in the Fidelity, which are 

associated with the so-called self-trapping 

mechanism in non-linear lattices. Making use 

of this effect, we were able to ‘engineer’ the 

Fidelity echoes by preparing the initial state at 

a specific energy [3].

Recently [4] we proposed a BEC stirring de-

vice which can be regarded as the incorpo-

ration of a quantum pump into a closed cir-

cuit: it produces a DC circulating current in 

response to a cyclic adiabatic change of two 

control parameters of an optical trap (the 

on-site potential v0=ε of one well, termed 

the “shuttle”, and the relative coupling (k1-

k2)/­(k1k2)between the “shuttle” and the other 

wells of the OL, see Fig.2). Using the Kubo 

formalism we found that the nature of the 

transport process depends crucially on the 

sign and on the strength of the interatomic 

interactions. We distinguished between four 

regimes of dynamical behavior: For strong 

repulsive interaction the particles are trans-

ported one-by-one, which we call sequential 

crossing; For weaker repulsive interaction we 

observe gradual crossing or coherent mega 

crossing; Finally, for strong attractive interac-

tion the particles are glued together and be-

have like a huge classical ball that rolls from 

trap to trap. We expect the induced circulat-

ing atomic current to be extremely accurate, 

which would open the way to various applica-

tions, either as a new metrological standard, 

or as a component of a new type of quantum 

information processing device.

We have also addressed the decay proper-

ties of Bose-Einstein-Condensates in leak-

ing (open) OLs. In [5] we have analyzed the 

open Bose-Hubbard model with two sites and 

we have shown that the inverse lifetimes un-

dergo a cascade of bifurcations. Specifically 

we showed that the decay process is much 

more complicated than the one dictated by 

the standard linear rate equation. Motivated 

by these findings, we have investigated (in 

the mean field limit), the outgoing current of 

BECs loaded in larger OLs [6]. We found that 

for some critical values of the rescaled (with 

respect to the lattice size) interatomic interac-

tion strength, the current decays in avalanch-

es that follow a power-law distribution(see 

Fig.3) indicating the existence of a novel 

phase transition. This behavior is due to the 

creation of stable discrete breathers and re-

flect the complexity of the underlying classi-

cal phase-space. 

Figure 3 
Distribution (over initial 
conditions) of avalanches 
P(δP) for an open opti-
cal lattice with a rescaled 
interatomic interaction 
U/M=2, where M=128 is the 
sample size, and U is the 
interatomic interactions (in 
units of the intra-tunneling 
rate). A scale free power law 
distribution is evident. The 
best linear fit is indicated 
with the red dashed line. 
Inset: A representative real-
ization of the decaying BEC 
population P(t) showing 
avalanches.

Figure 2: Illustration of 
the model system. In the 
first half of the cycle (a) the 
particles are transported 
from the “shuttle” to the 
“canal” via the k1 bond, 
while in the second half of 
the cycle (b) the particles 
are transported back from 
the “canal” to the “shuttle” 
via the k2 bond. See the text 
for further details.
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Photodissociation and Recombination of Molecules  
with Atmospheric Relevance

R. Schinke, S. Y. Grebenshchikov, M. V. Ivanov

The investigation of elementary reactions 

in the gas phase (exchange reactions, photo-

dissociation, unimolecular dissociation etc.) 

is important for understanding the compli-

cated chemistry, for example, in combustion 

and in the atmosphere. Our theoretical stud-

ies aim at reproducing detailed experimen-

tal data by ab initio methods, explaining 

measured data on the basis of fundamental 

equations and making predictions for experi-

ments, which are difficult to perform in the 

laboratory. The tools are global potential en-

ergy surfaces (PESs), calculated in the Born-

Oppenheimer approximation by solving the 

electronic Schrödinger equation, and the so-

lution of the nuclear Schrödinger equation for 

the intramolecular dynamics of the atoms on 

these PESs [1,2]. In recent years we concen-

trated our activities on two molecules, ozone 

(O3) and nitrogen dioxide (NO2), which both 

are under intense experimental investigations 

in many laboratories. 

Our studies of the photodissociation of O3, 

 O3 + hυ → O + O2  ,  (1)

are more or less completed and the results 

have been summarized in Ref. [3]. The pho-

toabsorption cross section of ozone in the 

wavelength region from the near ir to the near 

uv shows four different bands: Wulf, Chap-

puis, Huggins and Hartley [Fig.1(a)]. Each 

band corresponds to one (or several) particu-

lar electronic states which are excited by the 

photon. Calculations have been performed 

for all bands. The quantitative description of 

process (1) requires the calculation of PESs 

of all electronic states involved, each being a 

function of the three internal coordinates of 

O3. In addition, the non-Born Oppenheimer 

coupling elements are required if more than 

one state is involved – and that is indeed the 

case in all bands. Fig.1(b) shows one-dimen-

sional cuts along the dissociation coordinate 

of all states of ozone, which take part in the 

photodissociation. For ten states global PESs 

have been determined. Quantum mechani-

cal dynamics calculations, i.e., the solutions 

of either the time-independent or the time-

dependent Schrödinger equation, yield the 

absorption spectrum and the final rotational-

vibrational product state distributions. The 

Figure 1
(a) The measured absorp-
tion cross section (in cm2; 

logarithmic scale) of ozone 
as function of the excitation 

energy. (b) One-dimen-
sional cuts through the 

potential energy surfaces 
relevant for the photodis-

sociation of ozone. R1 is one 
of the O–O bond lengths; 

the other one is fixed at 
R2 = 2.43a0 and the bond 

angle is α = 117°. E = 0 
corresponds to O3(X) in the 

ground vibrational state 
(zero point energy). The 

horizontal arrows illustrate 
the electronic assignments 

of the absorption bands. 
From Grebenshchikov et al., 

Phys. Chem. Chem. Phys. 9 
(2007) 2044. 
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comparison of the theoretical results with 

detailed experimental data is generally very 

good [3]. In our most recent effort to unravel 

the photophysics of ozone we considered two 

additional bands following the Hartley band 

and extended the calculations up to the vac-

uum uv wavelength region [4]. In particular, 

we could unambiguously identify the elec-

tronic states excited in the 7 eV band as well 

as in the 9 eV band. In conclusion, the calcu-

lations, performed in Göttingen over the past 

five years, yielded – for the first time – a quite 

complete dynamical picture of reaction (1) up 

to photon energies of ~ 9 eV.

The photodissociation of NO2 is equally im-

portant and challenging. In 2007 we started 

calculations similar to ozone and calculated 

PESs of several highly excited states of 2A’ 

symmetry. We concentrated on the second 

absorption band which in many respects par-

allels the dissociation of ozone in the Hartley 

band. First dynamics calculations are in rea-

sonable agreement with experimental data 

[5]. However, they also raise interesting ques-

tions concerning either the limitations of the 

calculations or the interpretation of the ex-

periments. 

 The recombination of ozone,

 O + O2 + M → O3 + M  ,      (2)

in collisions of O atoms and O2 molecules is 

a very complicated process; here, the atom 

(or molecule) M is necessary to carry away 

the excess energy. Despite the many experi-

mental and theoretical studies over several 

decades it is not yet really understood. Ques-

tions concern the temperature dependence 

of the formation rate coefficient, and thus 

the formation mechanism (energy transfer or 

chaperon mechanism or both), and its sur-

prisingly strong isotope dependence [6]. The 

latter effect leads to a non-statistical distribu-

tion of isotopomers in the atmosphere as has 

been first measured in the 1980’ies by means 

of balloon experiments. Especially the isotope 

dependence has inspired a great deal of inter-

est among theorists because it seems to reveal 

a fundamental reaction mechanism. Up to 

now there is no satisfactory explanation on 

the basis of real ab initio calculations; a sta-

tus report critically reviews all the dynamical 

calculations in the last decade to explain this 

effect [7]. The more realistic calculations (sta-

tistical and classical mechanics calculations), 

each of which however makes some model 

assumptions, hint at the difference of zero-

point energies in the different channels, in 

which the highly vibrationally excited ozone 

complexes can dissociate, as the main cause 

of the isotope effect [8]. In our current work 

we are building a model which is based on 

rigorous quantum mechanical calculations 

for state-specific lifetimes of O3
* resonances 

as well as a fully quantum mechanical de-

scription of the stabilization of the resonances 

in collisions with M. Because of the thermal 

averaging, such calculations are exceedingly 

complicated and time-consuming. 

Because of the non-statistical (i.e., less cha-

otic) behaviour of ozone, its recombination 

appears to be a special case for a triatomic 

molecule. NO2, on the other hand, is known 

to be classically chaotic. Its recombination 

can be much better described by customary 

methods [9].
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Mathematical aspects of turbulence 
Mathematical study of turbulent flows is 

based on the Navier-Stokes equations, which 

are standardly used in physics and enginee-

ring, the most frequently considered case 

being that of incompressible flows. Since the 

main dimensionless parameter, the Reynolds 

number, is high, we are also lead to consider 

solutions of the Navier-Stokes equations in 

the limiting case of vanishing viscosity, which 

formally corresponds to the Euler equations. 

In spite of substantial progress in the math-

ematical analysis of these two equations (see 

e.g. [1,2,3]), a number of fundamental prob-

lems remain unsolved. For example, it is un-

known, for the Euler equations as well as for 

the Navier-Stokes equations, whether a three-

dimensional flow with smooth initial condi-

tions can become singular in a finite time. 

Actually, the regularity of the solutions of the 

Navier-Stokes equations is one of the seven 

Millennium Problems selected by the Clay 

Mathematical Institute [4]. 

One of the most prominent dynamic effects in 

inviscid flows or in flows with small viscosity 

is depletion, i.e. the tendency of the flow to 

suppress nonlinearities and to organize itself 

into structures that are almost stationary. Ac-

tually, the failure to prove the global regulari-

ty in the three-dimensional case is intimately 

related to this phenomenon. Depletion can be 

studied most effectively on the example of the 

Euler equations where it is not obscured by 

the presence of the viscous term. In the cases 

in which the existence and regularity of solu-

tions is assured, such as the two-dimensional 

Euler and Navier-Stokes equations, it plays an 

important part in determining the long-time 

dynamics of the solutions. 

To address these issues, in particular the que-

stion of existence of finite-time singularities 

in three dimensions we use the following 

approach: for real analytic initial conditions 

solutions of the Euler and the Navier-Stokes 

equations are analytically continued to com-

plex values of the spatial variables, in which 

case the hydrodynamic fields also assume 

complex values. It is known that any real 

finite-time singularities are necessarily prece-

ded by complex ones. Therefore, numerically 

one can detect the possible appearance of real 

finite-time singularities by monitoring the 

dynamics of the complex singularities. One 

possibility to study the structure and the tem-

poral behavior of the complex singularities 

consists in analyzing the Fourier coefficients 

of the solutions, see [5,6]. 

In particular, we have studied in detail the 

analytic properties of the solutions of the 

two- and threedimensional Euler equations 

by using formal expansions and ultra high-

 precision arithmetics [7,6]. We have found 

that the scaling of the solutions depends on 

the initial conditions, being thus non-univer-

sal. In some cases we were able to determine 

the scaling exponent with the relative precisi-

on of about 10-6. We conjecture that the rea-

son for the observed non-universal behavior 

of the solutions is the depletion phenome-

non. One of the goals for the future is to study 

more extensively the complex singularities of 

solutions in three dimensions, in particular 

with respect to dependence on the initial con-

ditions. 

For the Navier-Stokes equations we found 

that for the initial conditions of the type stu-

died in [5,7,6] we can use the formal expansi-

on of the type introduced by Sinai in [8]. The 

expansions used for the Euler equations are 

then recovered in the limit of the vanishing 

Mathematical Aspects and Fundamentals of Turbulence

W. Pauls, H. Xu, E. Bodenschatz
T. Matsumoto (Kyoto, Japan), U. Frisch (Nice, France), J. Bec (Nice, France), 

 A. Pumir (Nice, France), J. van der Hoeven (Paris, France), 
 J.-Zh. Zhu, S. Kurien (Los Alamos, USA), R. Pandit, S. S. Ray (Bengaluru, India)
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viscosity. It is an important task for the future 

to perform a careful numerical and analyti-

cal analysis of these expansions and to study 

their extensions to more complicated initial 

conditions. 

Bottleneck phenomenon in fully  
developed turbulence
It has been found recently that for many 

equations of hydrodynamical type, including 

the Navier-Stokes equation, the use of hyper-

viscosity with a high power of the Laplacian 

becomes asymptotically – that is when the 

power of the Laplacian is increased while kee-

ping the effective dissipation threshold con-

stant – equivalent to using a Galerkin trunca-

tion with zero dissipation. This observation 

may have some consequences for numerical 

simulations of turbulence, since hypervisco-

sity with high powers of the Laplacian is fre-

quently used in computations to increase the 

inertial range for a given resolution. Actually, 

high values of the dissipativity lead to new 

phenomena which can make the expected 

benefit illusory but which are of interest by 

themselves.

Recently, Chichowlas et al. have studied the 

temporal dynamics of the Galerkin-trunca-

ted three-dimensional Euler equations [9]. 

At intermediate times the system starts ther-

malizing at the wave-numbers close to the 

truncation wave-number, with the high-wa-

venumber energy spectrum k2 corresponding 

to the absolute equilibrium. At lower wave-

numbers the spectrum exhibits an inertial 

range comparable to that of the standard ful-

ly-developed turbulence with k-5/­3 spectrum. 

To improve our understanding of the interme-

diate-time dynamics of Galerkintruncated sy-

stem we are currently studying the Galerkin-

truncated one-dimensional Burgers equation, 

in collaboration with S.S. Ray and R. Pandit 

from the Indian Institute of Science.

We have shown that the bump in the energy 

spectrum – also called the bottleneck – which 

is observed in numerical simulations using 

hyperviscosity (and sometimes in simulations 

using only the normal viscosity) is actually a 

counterpart of the energy pile-up close to the 

truncation wave-number in Galerkin-trunca-

ted systems. From this observation follows, 

for example, that the statistics of the flow in 

the bottleneck region are close to Gaussian, 

the intermittency being suppressed.

Lagrangian geometric structures  
in intense turbulence 
The last decade has witnessed a growing in-

terest in the Lagrangian perspectives of tur-

bulence, stimulated by the success of explai-

Figure 1: 
(adapted from Ref. [13]) 

The PDFs of curvature nor-
malized by the Kolmogorov 
length scale η and the Rey-

nolds number Rλ, compared 
with the prediction based 

on the Gaussian model. The 
inset shows the data plotted 

on logarithmic axes. Our 
theory clearly captures the 
power-law tails of the PDF. 

The data collapse for the 
different Reynolds num-
bers, but the peak of the 

model PDF is different from 
that of the experimental 

PDFs.
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Figure 2 
Plot of (〈R2/3 〉 – R 0 

2/3)/R 0 
2/3 /(t/t0), 

which should show a plateau 
region independent of the initial 
separation R0 for times t0 << t << 
TL , if there is a Richardson scaling 
range. The existence of the pla-
teaus are clear, but the values of 
the plateaus still depend on initial 
separation at the Reynolds number 
of the experiment (Rλ = 690).

ning the anomalous scaling of passive scalars 

[10,11], which had been a long-time puzzle 

when studied in Eulerian framework alone. 

Geometric information along Lagrangian tra-

jectories has been also analyzed and related 

to the turbulence properties.

It has been found recently from numerical 

simulations that the probability density func-

tion (PDF) of the curvature of Lagrangian tra-

jectories in turbulent flows have pronounced 

power-law tails [12]. The same power laws 

are also observed in our particle tracking ex-

periments [13]. It is then tempting to relate 

the large curvature events to the intense vor-

tex filaments in turbulence. A detailed analy-

sis, however, reveals that the large curvature 

events are actually resulted from the rever-

sal of the flow and a simple model based on 

Gaussian statistics captures the tails of the 

PDFs (Fig.1). On the other hand, if curvatu-

res are averaged over a time interval of the or-

der of Kolmogorov time scale, then the tails 

are absent and there exists a good correlation 

between the high accelerations and the large 

averaged curvature events [13].

The simplest geometric object involving more 

than one Lagrangian particle is a line segment 

connecting the two particles. The evolution of 

the length of the segment, R(t), in a turbulent 

flow is the long-standing relative dispersion 

problem. Richardson studied this problem 

the first time and proposed a model equati-

on, which predicted that the mean square se-

paration should increase with time as t3 [14], 

independent of their initial separation R0. Our 

experimental data showed that the initial se-

paration actually plays an important role in 

the relative dispersion problem. As predicted 

by Batchelor [15], only when the time is larger 

than a time scale t0=(R2 0/­ε)1/­3, the separation 

may become independent of R0 [16]. Using 

the recently developed technique to connect 

interrupted trajectory segments (see p.84–

87), we are able to obtain long time statistics 

which demonstrate the existence of a 〈 R2〉~t3 

range, but the scaling is not universal, i.e., 

the scaling coefficient still depends on initi-

al separation (Fig. 2). An extrapolation of the 

current data implies that a truly Richardson 

region may only be observed if Rλ~104  [17].

For three-dimensional flow, a minimum of 4 

points is needed in order to describe the effect 

of turbulence. Such a “tetrad model” have 

been proposed before [18] and have been 

checked in numerical simulations [19,20] and 

experiments at relative low Reynolds num-

bers [21]. We observed the same change of 

the shape of tetrahedra in intense turbulence 

[17], namely, three-dimensional turbulence 

in general tends to flatten isotropic objects by 
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compressing in one direction while expanding 

in the other two directions. We are current-

ly collaborating with A. Pumir at CNRS-Nice, 

France, one of the developers of the tetrad 

model, to investigate the dynamics following 

these Lagrangian tetrahedra and the prelimi-

nary results are exciting.

[1]  P. Constantin, in Mathematics Unlimited­2001 and Beyond, Springer-Verlag, 2001, 
353–360.

[2]  A. J. Majda and A. L. Bertozzi, Vorticity and Incompressible Flows, Cambridge  
University Press, 2002.

[3]  C. Bardos and E. S. Titi, Russian Math. Surveys 62 (2007) 409–451.
[4] http:/­/­www.claymath.org/­millennium/­
[5]  T. Matsumoto, J. Bec and U. Frisch, Fluid Dynamics Research 36 (2005) 221–237.
[6] W. Pauls, Complex Singularities of Incompressible Inviscid Flows, PhD thesis, 2007. 
[7]  W. Pauls et. al., Physica D 219 (2006) 40–59.
[8]  Ya. Sinai, Power Series for Solutions of the 3DNavier–Stokes System on R3,  

J. Stat. Phys. 121 779–803.
[9]  C. Cichowlas et al., Phys. Rev. Lett. (2005), 264502.
[10] B. I. Shraiman and E. D. Siggia, Nature 405 (2000) 639.
[11] G. Falkovich, K. Gawedzki, M. Vergassola, Rev. Mod. Phys. 73 (2001) 913.
[12] W. Braun, F. De Lillo, B. Eckhardt, J. Turbul. 7 (2006) 62.
[13] H. Xu, N. T. Ouellette, E. Bodenschatz, Phys. Rev. Lett. 98 (2007) 050201.
[14] L. F. Richardson, Proc. Roy. Soc. Lond. A, 110 (1926) 709.
[15] G. K. Batchelor, Q. J. R. Meteorol. Soc., 76 (1950) 133.
[16] M. Bourgoin et al., Science, 311 (2006) 835.
[17] H. Xu, N. T. Ouellette, E. Bodenschatz, New. J. Phys. in press, (2007).
[18] M. Chertkov, A. Pumir, B. I. Shraiman, Phys. Fluids 11 (1999) 2394.
[19] A. Pumir, B. I. Shraiman, M. Chertkov, Phys. Rev. Lett. 85 (2000) 5324.
[20] L. Biferale et al., Phys. Fluids 17 (2005) 111701.
[21] B. Lüthi et al., J. Turbul. 8 (2007) 45.

p



Networks, Signaling and Control

115MPI for Dynamics and Self-Organization |

How do viruses spread in pandemics and infect 

millions of people in short time and how can we 

prevent this? How do neurons communicate, 

both on the physico-chemical level at individual 

synaptic connections and on the level of large 

and complicated networks that compose our 

brain? How does structure influence function in 

cells and their constituents? These are just some 

fundamental aspects of a broader question we 

are interested in: What are the principles under-

lying the transfer, spreading and processing of 

information and resources in complex systems?

The topical group Networks, Signaling and Con­

trol conjoins those activities of the Institute in 

the natural and life sciences that address this 

common theme. Still, the phenomena studied 

are found on a large variety of temporal and 

spatial scales, from global, international dis-

tances to cellular and sub-cellular sizes – and 

from years to milliseconds. Moreover, the recent 

results presented here contain experimental and 

theoretical work, partially in joined projects, 

from fields as distinct as epidemiology, systems 

neuroscience, and cellular biophysics. Far be-

yond the discovery and identification of new 

phenomena, we focus on a deeper understand-

ing of why and how these occur. Consequently, 

not only experimental methods are developed 

further. In parallel we explore and consolidate 

advanced ways of analyzing nonlinear time se-

ries from data and the subject often forces new 

routes in theory and mathematics that are simi-

lar across the particular systems studied. This 

unifies the topical group also from the meth-

odological side: Besides other examples, the 

theory of stochastic processes is developed and 

applied in studies of epidemic spreading as well 

as of the response properties of individual nerve 

cells; and aspects of mathematical graph theory 

are used to obtain insights into the heteroge-

neous connectivity of networks of social con-

tacts, the precise timing of signals in neuronal 

networks and the impact of structure onto func-

tion in sensing and processing in single cells. 

On the next pages, we present some of our key 

results of the past years of research, with con-

tributors from the three departments, the Net-

work Dynamics Group, as well as independent 

research fellows working at the institute (F. 

Theis, T. Tzvetanov, A. Neef, D. Bibitchkov). 

The projects cover novel findings on systems 

from three major sub-areas that are also defined 

by both temporal and spatial scales: There is a 

contribution by D. Brockmann and collabora-

tors that studies dynamic spreading of diseases 

on geographical and national scales. Several 

distinct studies discuss different aspects of pro-

cessing in neural systems, from the control of 

behaviour (Herrmann, Geisel) and the precise 

dynamics of neuronal networks (Tzvetanov, 

Timme) to the fine but important details of 

synaptic signaling  between individual neurons 

(Bibitchkov, Wolf) and often combining theory 

and experimentation. Finally, two contributions 

elaborate on novel insights into the structure of 

and the information flow in cellular and sub-

cellular processes (Beta, Pfohl).

A recent highlight is the finding by A. Levina, 

M. Herrmann and T. Geisel that and how neural 

networks are capable of self-organizing them-

selves into a critical state using adaptive syn-

aptic connections. This theoretical study pro-

vides the first consistent explanation of recent 

experimental findings that neuronal systems 

under certain conditions may show electrical 

activity that is organized in avalanches, i.e. oc-

curs with a size distribution that exhibits power 

law decay. Similar phenomena are well-known 

in the physics of phase-transitions, but their ex-

perimental evidence in neurobiological systems 

came as a critical surprise that is now elucidated 

theoretically.

Networks, Signaling and Control

Topical Group
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Geographical communities and their bound-

aries are key determinants of various spatially 

extended dynamical phenomena. Examples 

are migration dynamics of species, the spread 

of infectious diseases, bioinvasive processes, 

and the spatial evolution of language. The 

given geopolitical segmentation of geogra-

phies into nations, divisions, federal states, 

regions and counties is typically hierarchical, 

evolved historically and is primarily deter-

mined by cultural differences (e.g. languages, 

dialects), geological factors (rivers, mountain 

ranges) and historical events. Independent of 

this geographical classification into coherent 

multi-scale regions, human traffic networks 

have evolved that couple various regions 

on all length scales. Given the intensity and 

range or modern travel, it becomes a difficult 

task to quantify the importance of boundar-

ies between regions, particularly between 

countries, and to identify similarities between 

communities based on human traffic. In this 

project we investigate how multi-scale human 

transportation networks encode geographical 

community structures, how they differ from 

geopolitical classifications and whether they 

are spatially coherent.

Our analysis is based on a proxy network 

for human transportation obtained from the 

 geographic circulation of more than 10 million 

dollar bills in the United States recorded at 

the bill tracking website www.wheresgeorge.

com. The data extends that of a previous 

study on the discovery of scaling laws of hu-

man [1] travel by an order of magnitude and 

permits an approach to multi-scale human 

transportation from a network perspective. 

In this approach the nodes of the network are 

3109 counties in the United States. The flux of 

dollar bills between the counties is given by a 

weight matrix W. Each element Wnm counts 

the number of bills that traveled between 

counties n and m. The network is roughly 

symmetric and strongly heterogeneous. The 

heterogeneity is reflected in the distribution of 

three quantities: 1.) the weights Wnm 2.) the 

flux of bills per node FN=�mWnm in and out 

of a node and 3.) the degree of the node kn, 

i.e. the number of other nodes a given node 

is connected to. All three quanties are broadly 

distributed (Fig.1).

A number of sophisticated graph-cutting algo-

rithms to identify hidden cluster or communi-

ty structure in symmetric weighted networks 

Emergent Geographical Community Structures:
Universalities and National Differences

D. Brockmann, F. Theis
V. David, T. Geisel

Figure 1: Heterogeneity of multi-scale transportation networks: 
Left: Cummulative probability of weights. 

Center: Cummulative probability of node flux.  
Right: Integrated degree distribution.
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Figure 2: Multi-scale human traffic network. Each 
figure depicts the connectivity of the most con-
nected counties in the United States in terms of most 
intense traffic flow. The algorithm for community 

identification is unware of the embedding illus-
trated on the right. It only knows the connectivity 
depicted on the left.

have been developed recently [2]. Most of 

these algorithms try to maximize a quantity 

known as the modularity of a network parti-

tioning, i.e. a segmentation of the set of nodes 

into k groups. Qualitatively the modularity 

of a potential partitioning of a network com-

putes the total link weight within each clus-

ter and compares this to the expected total 

weight. A high value for the modularity is 

achieved when the partitioning reflects the in-

ternal community structure of the network.

Unlike other complex networks (e.g. gene 

regulatory networks or author citation net-

works) transportation network are embedded 

in a metric space, i.e. the nodes possess po-

sitional information and one can exploit this 

additional information in order to compute 

traffic based geographical community struc-

ture. In our project we do the opposite. We 

ask: How much community structure is en-

coded in the transportation network’s topolo-

gy alone, ignoring the spatial information. We 

thus apply a maximum modularity algorithm 

that only knows the topological structure as 

defined by the weight matrix. The main re-

sults of our analysis are shown in Fig. 3 and 

can be summarized as follows: Even though 

the algorithm has no information on the geo-

graphic location of the nodes, it identifies spa-

tially coherent communities. This is a big, big 

surprise. The United States can be separated 

in to approx. 11 most independent regions. 

 Although effective boundaries of these re-

gions correlate with federal state boundar-

Figure 3: Large scale community structure of the 
United States as encoded in the global transportation 
network. 

The map on the right shows a segmentation of the 
New England States into communities on a finer 
scale.
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Figure 4: Multi-Scale Transportation networks: Germany (left) and United Kingdom and Ireland (right).

[1] D. Brockmann, L. Hufnagel, and T. Geisel, Nature 439 (7075), 462 (2006).
[2]  M. E. J. Newman, Physical Review E 74 (3) (2006); M. E. J. Newman,  

Proceedings of the National Academy of Sciences of the United States of America 
103 (23), 8577 (2006).

ies, predominantly they do not coincide with 

 political boundaries. If one applies the same 

algorithm on a finer scale, e.g. starting out 

with the New England cluster, the algorithm 

again identifies spatially coherent communi-

ties on a finer scale. 

Currently we are investigating large scale 

community structures of Europe given vari-

ous national and international transportation 

networks for sixteen European countries, ex-

amples of which are depicted in Fig.4.
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Criticality in the Control of Behavior

Self-Organized Criticality in the 
Activity Dynamics of Neural Networks
Neural networks display characteristics of 

critical dynamics in the neural activities [1]. 

This theoretical prediction was confirmed by 

the power-law statistics for the size of ava-

lanches of neural activity in real neurons [2], 

where the critical behavior is re-approached 

even after a substantial perturbation of the 

parameters of the system. These findings pro-

vide evidence for the presence of self-orga-

nized criticality (SOC) [3], a key concept to 

describe the emergence of complexity in na-

ture. It is present in a large number of seem-

ingly unrelated phenomena such as piling of 

granular media, plate tectonics and stick–slip 

motion. Particularly in neural systems, how-

ever, it raises questions concerning the under-

lying mechanisms of the regulation towards 

the critical state and the functional role of the 

phenomenon.

For a globally coupled network of rather sim-

ple model neurons special parameter values 

have been identified that give rise to a power-

law distribution of the responses to weak ex-

ternal stimulation [1]. More recently, we have 

provided numerical evidence [4] that a realis-

tic neurotransmitter dynamics at the synapses 

of the network leads to a phase transition to-

wards a critical regime such that a nearly crit-

ical behavior is present even for a broad range 

of the maximum synaptic efficiency (Fig. 2). 

A breakthrough was the analytical treatment 

of the interaction between the neural activity 

and the synaptic transmitter dynamics [5]. 

In this study it was shown that the self-orga-

nized critical behavior is typical due to a self-

tuning of system parameters towards critical 

effective values. It is particularly interesting 

that biologically realistic synaptic dynamics 

causes the neuronal avalanches to turn from 

an exceptional phenomenon into a typical and 

robust self-organized critical behavior, with 

the only condition that the total resources of 

neurotransmitters exceed a certain minimum 

value.

A suggestive explanation of the functional 

role of self-organized criticality results from 

J. M. Herrmann, T. Geisel
A. Levina, K. Fiedler, G. Martius, F. Hesse,

F. Theis, T. Pfohl, A. Biess, R. Der

Figure 1: Probability distributions of the avalanche size 
L in the neural activity of a globally coupled network 

with dynamical synapses. In a finite system (N=300) we 
observe different dynamical regimes for an increasing 

maximal synaptic efficiency α: sub-critical (green), 
critical (red), and super-critical (blue). With increasing 

system size the critical regime is enlarged and eventu-
ally covers the full range above a certain value of α.
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Figure 2: The quality of fit of the power law (see Fig. 1) is shown as a function of the synaptic strength α0 for 
static synapses (red) and as a function of the maximal synaptic efficiency α for dynamic synapses (blue). The 
inset shows the width of the interval where the fitting error is below 0.005. For the dynamic synapses this 
interval increases for increasing system size and has been shown analytically to diverge.

an effectiveness constraint. If the system 

adjusts its parameters such that each spike 

causes on average one of the target neurons to 

become subsequently active and, on the other 

hand, the total activity is to remain bounded 

and stationary, then it can be proved within 

the framework of branching theory that the 

resulting activity distribution is indeed criti-

cal. Moreover, this consideration allowed us 

to derive a learning rule from first principles 

that guides the system towards criticality and 

resembles biological learning rules [6].

Criticality and Self-organization  
of Behavior
The biological function of self-organized criti-

cality is much less understood than the physi-

cal mechanisms behind this phenomenon. 

A stereotyped response to external stimuli 

would be less advantageous than a flexible 

reaction which may amplify barely notice-

able events in the environment based on in-

formation which has been accumulated in the 

internal state of the brain. Critical dynamics 

thus seems beneficial to living beings and it is 

known to bring about optimal computational 

capabilities, optimal transmission and stor-

age of information, and sensitivity to sensory 

stimuli. It may represent a state where many 

options are available to the organisms and 

which is effective in development, fall-back 

behaviors, and exploration. We are interested 

in the developmental aspects of motor behav-

ior in animals which we study in biomorphic 

autonomous robots, see Fig.3. Here the work 

on the neural systems needs to be extended to 

incorporate the interaction with the environ-

ment. In simplified examples it can be shown 

explicitly that criticality is achieved from an 

objective function that characterizes both the 

sensitivity of the behavior with respect to sen-

sory inputs and the predictability of the sen-

sory effect while performing a behavior. The 

question whether such principles are effective 

also in simple organisms is a topic of coopera-

tion in the MPIDS.

In physically realistic simulations of autono-

mous robots with various sensory configura-

tions and body shapes we obtain a continuous 

flow of behaviors that explores the variety of 

interactions of the robot with its environment. 

There remains, however, a restriction to self-
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Figure 3: Physically realistic simulation of a four-legged robot. From the objective of simultaneous sensitiv-
ity of the behavior with respect to sensory inputs and predictability of sensory effects of the behavior, the 
quadruped generates autonomously a variety of behaviors that include rising and lowering, coordination of 
leg movements, and basic locomotory movements.

organized solutions of relatively simple con-

trol problems such as the coordination of limb 

movements. In order to achieve complex and 

goal-directed behaviors we consider an archi-

tecture where the low-level criticalization is 

complemented by a additional learning mech-

anisms which evaluate the learning progress 

of the low-level adaptation in various envi-

ronmental situations [9] or which use exter-

nal reward signals to select behaviors which 

are generated by the self-organizing controller 

[11]. Presently, the controller is replaced by a 

multi-agent control system where individual 

agents engage in the control of the robot if 

their prediction of the current behavior of the 

robot is sufficiently reliable, cf. Figs. 4 and 5. 

This approach revealed a similarity to pattern 

forming algorithms studied in the visual sys-

tem [12]. They seem to be relevant also for 

the development of motor representations, 

where the competition among agents leads to 

a specialization of the corresponding behav-

Figure 4: Physically 
realistic simulation of a 

spherical robot which is 
driven by three internally 

movable masses.
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Figure 5: When controlled by a multi-agent 
system, the spherical robot (Fig. 4) develops 
representations of a number of natural be-
haviors where each behavior corresponds to 
one controlling agent. The thereby emerging 
elementary behaviors are characterized by 
one fixed axis and a coordinated movement 
of the masses along the other two axes. 

iors which can be interpreted as elementary 

behaviors. In order to connect the results of 

this project more closely to results from bio-

logical experiments as well as to evaluate 

the behaviors emerging in the robots we are 

studying algorithms for the analysis of com-

plex data, which focus on intrinsic signifi-

cance measures for the detection of relevant 

data features [7, 8]. The interaction of the 

controller with the sensory system and mem-

ory is studied in an integrated architecture 

that was originally developed for attention 

mechanisms [13], but proved to be generaliz-

able to the control of bio-robots. 
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The visual system of humans and other 

primate species is highly efficient in coding 

and processing visual information together 

with being strongly influenced by high-level 

cognitive processes such as visual attention. 

Human perceptual skills are the consequence 

of thousands of neuronal activations in visual 

cortex. These neurons individually contribute 

to the perception of the environmental input 

through a still discussed decoding scheme[1].

Our general scientific interests are concerned 

with understanding human perceptual per-

formances on low-level visual features, e.g. 

orientation or motion, based on theoretical 

and computational principles derived from 

neurophysiological knowledge of the areas 

coding the features.

Our current main scientific interest concerns 

the investigation of contextual interactions 

in perception of orientation and direction 

of motion and their understanding from the 

viewpoint of computational neuroscience. 

The interests in the contextual effects for 

both domains come from knowledge in 

all three scientific approaches: theoretical 

considerations, neurophysiology, and psycho-

physics. Both theoretical features have circu-

lar definition, their neurophysiological coding 

in areas V1 and MT have strong similari-

ties, and, for the few comparisons available, 

psychophysics reports hint toward similar 

contextual effects in both circular domains. 

Therefore, this project is to simultaneously 

investigate the contextual effects on percep-

tion of orientation and direction of motion 

when task relevant stimuli are flanked or sur-

rounded with supplementary stimuli, and to 

propose a common theoretical work for pre-

dicting the human perceptual results (Fig.1). 

The project is built on the three insights based 

on theoretical, neurophysiological and psy-

chophysical knowledge.

The features “orientation” and “direction of 

motion” are defined in circular space, with the 

former spanning 180 degrees range and the 

later 360 degrees range. Therefore, they can 

be normalized to a common circular dimen-

sion within a range of -1 and 1, for example.

The way the two features are represented at 

the earliest cortical stages, area V1 for orien-

tation and area MT for direction of motion, 

demonstrates strong similarities in the way 

they are encoded in the neuronal population 

[7]. Both areas show hypercolumn structures, 

with neurons representing all possible orien-

tations/­directions of motion at a given spatial 

location, together with a good retinotopic rep-

resentation of the visual field. This implemen-

tation scheme is believed to relate the strong 

contextual modulations in neurophysiology 

and psychophysics [2].

The performance of human subjects in detec-

tion and perception of orientation or direction 

of motion of a target stimulus is strongly influ-

enced by surrounding stimuli. Thus, the con-

textual modulation exerted by task-irrelevant 

surrounding stimuli on behaviorally relevant 

central stimuli is demonstrated behaviorally. 

These contextual modulations are observed 

with two psychophysics measures: (1) “Con-

trast” detection changes of the stimulus due 

to flanking stimuli (orientation [3]; direction 

of motion [4,2]) repulsion effect on perceived 

orientation/­direction of motion of a target 

stimulus due to surrounding stimuli (orienta-

tion [5]; direction of motion [6]).

This project is built on the above theoretical 

and practical knowledge and the main track 

of the project is that the contextual effects in 

orientation and direction of motion should 

Understanding Visual Perception of Orientation and Motion  
through Local Contextual Interactions

T. Tzvetanov
J.M. Herrmann
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be explained using a common background 

given the circular feature behavior of both 

domains. If the final perceptual outcome 

is based on identical theoretical neuronal 

structure coding circular feature, then the 

accumulated experimental and theoretical 

knowledge should allow a unified explanation 

of contextual effects in circular space.

The practical work will investigate in mul-

tiple psychophysics experiments the percep-

tion of human subjects of target stimuli when 

flanked with surrounding task-irrelevant 

stimuli. It will allow a full characterization of 

the interactions and collect behavioral data. 

The common modeling framework based on 

neurophysiological knowledge will be tested 

on the data for predicting the perceptual out-

comes (see Fig.1 for an illustration of repul-

sion effect). The final aim of this project is 

to look for theoretical understanding of the 

computational structure present in the brain 

that is involved in coding circular features 

across visual space.
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Figure 1: (A) Example of an experimental configuration of 
center-target stimulus surrounded by an annular task-irrelevant 
stimulus (top: motion direction; bottom: orientation). (B) Theo-
retical uniform population of neurons responding to the center 
stimulus, arranged in hypercolumn representation of the feature 
(all neurons have identical tuning characteristics: maximal firing 
rate, tuning width). The graphics represent a subset of neuronal 
tuning curves with various preferred values (top: no surround 

is present around the center stimulus; bottom: the presence of 
the surround at +40/+20 deg. decreases the max. firing rate of a 
subset of the neuronal population – model following neurophysi-
ological reports). (C) Prediction of perceived reference point 
as a function of the surround orientation/motion direction for 
a discrimination task around the reference: E.g. is the stimulus 
clockwise/counterclockwise from the vertical = 0 deg.
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Patterns of Precisely Timed Spikes  
in Strongly Hetergeneous Neural Networks

Patterns of precisely timed and spatially 

distributed spikes have been experimentally 

observed in different neuronal systems [1,2]. 

These spike patterns correlate with external 

stimuli (events) and are thus considered key 

features of neural computation [3]. Their dy-

namical origin, however, is unclear. One pos-

sible explanation for their occurrence is the 

existence of excitatorily coupled feed-forward 

structures, synfire chains [4,5], which are 

embedded in a network of otherwise random 

connectivity and receive a large number of 

random external inputs. In complementary 

theoretical modeling studies we investigate 

whether precise spike timing and temporal 

locking can naturally arise in the nonlinear 

dynamics of recurrent neural networks that 

contain no additionally embedded feed-for-

ward structures. In particular, we study how a 

system simultaneously exhibiting significant 

interaction delays, a complicated network 

connectivity, and strong heterogeneities can 

still coordinate the timing of spikes of differ-

ent neurons, possibly even if they are not di-

rectly linked by a synapse. We have addressed 

four groups of phenomena: 

Speed Limits to Coordinating Spike Times
In large networks of spiking neurons, we un-

covered a topology-induced speed limit to 

coordinating spike times [6] and explained 

both the speed and its limit via random ma-

trix theory. The mechanism underlying the 

coordinating barrier points to a cooperative 

effect of the existence of a minimum time a 

neuron needs to generate subsequent spikes, 

the temporally discrete communication be-

tween neurons and their complex interaction 

network [7].

Heterogeneous Networks  
with Specific Dynamics 
Under which conditions can spiking neural 

networks exhibit certain predefined patterns 

of precisely timed spikes? For a broad class of 

model networks (that include, among other 

features, strong heterogeneities, complicated 

connectivity and distributed delays) we found 

analytical restrictions defining the subset of 

all networks (parameterized by features of 

single neurons and their interactions) which 

exhibit an arbitrary predefined pattern [8,9]. 

This provides a novel method to find poten-

tial network structures, for instance by modi-

fying the synaptic interaction strengths that 

generate a desired, e.g. experimentally ob-

served dynamics. In particular, the method en-

ables us to find stable and unstable patterns 

(Fig.1), which might both be computationally 

relevant, cf. [10,11]. In a first application, we 

R.-M. Memmesheimer, M. Timme 
S. Jahnke, F. van Bussel. F. Wolf, T. Geisel

M. Denker, S. Grün (RIKEN Brain Science Institute, Japan)

Figure 1: Two different networks (a), (c) realize the same predefined pattern ((b), (d) grey 
lines). A small random perturbation is applied at the beginning of the second period. The 
network dynamics (spike times relative to the spikes of neuron 1, color coded for each neu-
ron), shows that in network (a) the pattern is stable and thus regained after a few periods 
(b); in network (c) it is unstable (d) and eventually another pattern will be assumed.
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combined this network design with additional 

requirements onto the resulting network, for 

instance realizing networks with a given type 

of coupling (e.g., only inhibitory) and a given 

type of connectivity (e.g., with exponentially 

distributed number of synapses per neuron) 

which simultaneously exhibits a desired spike 

pattern. 

In a second application, we exploited the 

general perspective in order to determine net-

works that exhibit a predefined pattern, but 

simultaneously optimize structural features, 

e.g. minimize wiring costs [12] (Fig.2). Cur-

rent work proceeds towards further refine-

ment and generalization of the design method 

as well as on its practical applications. 

Recent experimental results [13] obtained by 

the group of Wolf Singer, Max Planck Institute 

for Brain Research, Frankfurt, strongly indi-

cate the importance of the precise timing of 

spikes in unprecedented detail. The experi-

mentally observed second order spike pat-

terns are as yet unexplained. This initiated a 

further intense investigation of the origin of 

precise timing in recurrent networks. Fur-

thermore, in collaboration with the Bernstein 

Center for Computational Neuroscience Berlin 

and the RIKEN Brain Science Institute, we re-

cently developed a novel method for detecting 

precise timing dependencies between spiking 

activity and the coarser signal of local field 

potentials (LFPs) [M. Denker et al., in prepa-

ration]. Application of the method to activity 

recorded from motor cortex of awake behav-

ing monkeys revealed that during a move-

ment preparation task spikes tend to keep a 

fixed phase relationship to the LFP, largely 

 independent of the LFP amplitude [14].

Revealing Network Topology  
From Dynamics 
When driving one or more units of a network, 

how does its collective dynamical response 

depend on the network topology? Start-

ing with networks of simple model units we 

found that the dynamical response is char-

acteristic of both the driving signal and the 

network connectivity [15]. Under weak con-

ditions, measuring the dynamics of a driven 

network reveals where in the network a given 

unit is located. This uncovers partial informa-

tion of the network topology from measuring 

the dynamics only. Recently, we used this 

insight to identify the network connectivity 

from repeated measurements of the precise 

spatio-temporal response dynamics [16]. It 

turned out that for sparsely connected net-

works, the number of experiments required 

Figure 2: Network exhibiting a predefined dynamics and 
simultaneously minimizing wiring costs (in L1-norm). The 
network realizes a minimal number of connections under the 
dynamical condition that the predefined spike pattern is in-
variant. (a) Network solution is sparse, with excitatory (black) 
and inhibitory (red) connections; thickness proportional to 
coupling strength. (b) Heterogeneous distribution of cou-
pling strengths. (c) Same network in matrix representation 
also indicates sparseness and heterogeneity. (d) Numerical 
simulations of spiking dynamics (green bars) shows that the 
network indeed exactly exhibits the predefined spike patterns 
(underlying black bars).
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for faithful reconstruction scales sublinearly 

with network size, a feature that might be 

very advantageous when reconstructing real 

networks. So far, our theoretical analysis was 

focused on networks of one-dimensional 

units in relatively simple, e.g. periodic, states. 

To make the new promising method appli-

cable to real-world networks we currently 

broaden the theoretical scope of the method 

to include, e.g., networks of multi-dimension-

al dynamical units and more complicated col-

lective states.

How Chaotic is the Balanced State? 
Highly irregular dynamics is a prominent fea-

ture of multi-dimensional complex systems 

and often attributed to chaos. Sparsely cou-

pled networks of spiking neurons may exhibit 

very irregular dynamics. For a wide range of 

conditions, they display a balanced state [17]  

in which excitatory (positive) and inhibitory 

(negative) inputs to each neuron balance 

on average and only the fluctuations create 

spikes at irregular, seemingly random points 

in time. Mean field theory shows that such ir-

regular balanced activity occurs in networks 

with excitatory and inhibitory recurrent 

feedback as well as in networks that receive 

external excitatory inputs and exhibit recur-

rent inhibition only. Going beyond mean field 

theory, our recent exact studies on the micro-

scopic dynamics of the latter networks reveals 

that the dynamics is not chaotic but rather 

dynamically stable [18], a fact that comes as 

a surprise to many theoreticians, not only in 

the neurosciences (Fig.3).

Figure 3: Dynamics of the balanced state in sparsely connected random networks. (a) -(c) For networks 
with excitatory and inhibitory recurrent connections, the balanced state of highly irregular activity is chaotic 
[17]. (d)-(f) Unexpectedly, for networks receiving external excitatory currents and recurrent inhibition a very 
similar irregular balanced state, that is even equivalent in mean field description, is dynamically stable [18]. 
(a),(d) Spiking dynamics of 40 out of 400 neurons and membrane potential trace of sample neuron 1, (b),(e) 
Coefficient of variation, (f) Exponential decay of dynamical perturbations indicates stability.
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Neurons communicate with each other by 

sending and receiving short electrical pulses 

via synaptic connections. Precise knowledge 

of the properties of these signaling  devices 

is crucial for understanding the processing 

of information in the brain. Such a descrip-

tion is complicated, taking into account that 

synapses are far from being static. Synapses 

show dynamic behavior in the transmission 

of signals from pre- to postsynaptic neuron, 

even on a short time scale (from milliseconds 

up to a few seconds). The aim of this study 

is to formulate a concise model of short-term 

synaptic plasticity in the calyx of Held, a gi-

ant synapse in the auditory brainstem, and to 

gain a better understanding of the role of the 

observed dynamics for the processing of sen-

sory information in the auditory pathway. 

The modelling is based on electrophysiologi-

cal data obtained (by our collaborators at the 

Max Planck Institute for Biophysical Chemis­

try) from the recordings performed in rat brain 

stem slices. As a particular feature, the syn-

apse shows pronounced short-term depres-

sion, a process that originates from the de-

pletion of a pool of readily releasable vesicles 

during transmission of incoming spikes and 

leads to a decrease of postsynaptic responses 

during repeated stimulation. The data indi-

cate that the dynamics of recovery of the vesi-

cle pool from depression cannot be described 

using a single time scale; the synaptic dynam-

ics can rather be modeled as a process with 

activity-dependent recovery rate. This type of 

dynamics leads to an adaptation of the speed 

of the vesicle replenishment to the frequency 

of presynaptic stimulation. 

The obtained model well fits the experimen-

tal data (see fit at Fig.1). Using this model, 

we study the role of such realistic synap-

tic dynamics in the transmission of sensory 

 information. Chemical synapses can be seen 

as devices transmitting information from 

sender (a presynaptic cell) to receiver (a 

postsynaptic cell) and transforming singular 

input events (spikes) into analogue outputs 

(post synaptic potentials). Therefore, we 

analyzed the properties of the synapse from 

Role of Short Term Synaptic Plasticity  
in the Efficient Neural Signaling
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the perspective of information theory which 

provides an analytical framework to study ef-

ficiency of signal transmission through com-

munication channels. Calculating the mutual 

information between presynaptic spike trains 

and postsynaptic responses at the synapse we 

estimate optimal stimulation conditions and 

synaptic parameters in terms of maximization 

of information transfer. The results show that 

activity-dependent recovery, when compared 

to synapses with fixed recovery rates, extends 

the frequency range in which the information 

about the interspike intervals is coded by syn-

aptic responses, see Fig.2. 

Interestingly, the synaptic parameters ob-

served for the calyx of Held are close to the 

theoretically predicted optimum, i.e. they 

maximize the amount of transmitted informa-

tion for the physiologically relevant frequency 

range [1]. This indicates that short-term syn-

aptic plasticity provides an adaptive mecha-

nism for optimal transmission of relevant fea-

tures of incoming signals through a synapse. 

As a next step, we study how the observed 

synaptic dynamics could affect the behavior 

of networks of synaptically coupled cells. 

With reference to the auditory pathway it is 

yet unknown how synaptic dynamics affects 

the network participating in sound localiza-

tion. Given that the above dynamic features 

are observed for a broad class of synapses, we 

will study their effects on the behavior of net-

works of coupled neuronal oscillators, which 

have so far only been investigated for fixed 

connection strengths, see e.g. [2]. These stud-

ies are expected to shed new light on how the 

synaptic dynamics can be utilized in the brain 

for relevant computations. 

[1] D.Bibichkov, J.Bao and E.Neher BMC Neuroscience 8 (2007) 90.
[2] R.-M. Memmesheimer and M.Timme Phys. Rev. Lett. 97 (2006)188101.

Figure 1: Postsynaptic responses to regular spike trains of various 
frequencies (from 0.2 to 200 Hz) recorded at the Calyx of Held 
 synapses (dots) and simulated using the model of synaptic 
 depression with frequency-dependent recovery (solid lines).

Figure 2: Information contained in postsynaptic responses of a 
deterministic depressing synapse about the interspike intervals plot-
ted as function of presynaptic firing frequency. Solid line: synapse 
with activity-dependent recovery rate, broken line: a synapse with a 
constant recovery time τ = 4.7 s. 
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The Synaptic Nanomachine Underlying Auditory Encoding

The temporal structure of sound impinging 

on our ears is used by the brain with an aston-

ishingly high degree of temporal resolution 

on the order of a dozen microseconds. Exam-

ples of such high temporal precision of neuro-

nal sound processing range from for binaural 

sound source localisation to speech recogni-

tion [1]. The temporal precision of sound 

encoding is preserved over many orders of 

magnitude in sound intensity [1]. Accumu-

lating evidence indicates that the decision to 

generate an action potential in the auditory 

nerve relies on the behaviour of a surprisingly 

small number of molecules. In our current re-

search, we are investigating the dynamics of 

intracellular signaling  that underlies this in-

triguing example of temporal fidelity using an 

approach integrating high resolution electro-

physiological measurements and biophysical 

and mathematical modelling. 

Sound information is conveyed to the brain 

by action potential patterns of spiral ganglion 

neurons in the inner ear and auditory nerve 

(Fig 1B). Individual action potentials of audi-

tory nerve fibers are triggered by vesicle re-

lease at specialized synapses (Fig 1D) of the 

sensory cells, the inner hair cells. These cells 

perform several signal transduction steps 

from liquid movement over membrane volt-

age transients to ion channel gating, Ca2+-

influx and finally release of transmitter filled 

vesicles. Recently, strong evidence was found 

that at the hair cell synapse several vesicles 

can be released in a coordinated, synchro-

nized fashion [2,3]. Furthermore, control of 

vesicle release by Ca2+-channel gating seems 

to follow a nano-domain regime i.e. the fusion 

of a certain vesicle is typically triggered by the 

Ca2+ entering through only one or very few 

Ca2+-channels adjacent to the vesicle (Fig. 

1E;[4,5]). The transmitter content of one vesi-

cle is presumably sufficient to trigger postsyn-

aptic action potential generation. As a conse-

quence, the spike timing in an auditory nerve 

fiber is determined by the stochastic opening 

of one or very few Ca2+-channels. Thus the 

molecular and biophysical organization of the 

inner hair cell synapse at first sight appears 

rather vulnerable to molecular noise. In order 

to understand the mechanistic basis of the 

temporal fidelity in sound encoding, it is thus 

important to characterize this intriguing cel-

lular signaling  architecture with quantitative 

precision and to systematically assess how 

temporal fidelity is achieved by a molecular 

nanomachine operating in a regime where 

perceptual decisions are apparently left to sin-

gle molecule thermal fluctuations.

Coordinated vesicle release
Electrophysiological recordings from auditory 

nerve fibers in rat and bullfrog detected exci-

tatory postsynaptic currents with widely vary-

ing amplitude [2,5,6]. This suggests that a pr-

esynaptic release event can involve multiple 

vesicles – either released in a highly synchro-

nous fashion, or fused with each other be-

fore release. To clarify whether the observed 

postsynaptic variability indeed has a presyn-

aptic cause, we used presynaptic whole cell 

measurements. Model studies demonstrated 

that non-stationary fluctuation analysis us-

ing non parametric statistical methods of er-

ror estimation would be able to estimate the 

capacitance of an average release event (in 

the range of 100 aF) on a fluctuating back-

ground capacitance of a whole cell (7 fF) and 

despite the considerable measurement noise 

(tens of fF peak-to-peak)[3]. Analysing whole 

cell capacitance measurements obtained 
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in the perforated patch configuration using 

these methods, we found the average release 

event at the ribbon synapse of mouse inner 

hair cells indeed comprises more than one 

vesicle (Fig.2A;[3]). However the extend of 

coordination in our experiments was smaller 

than expected from postsynaptic recordings. 

We conclude that only about half of the fu-

sion events involve more than one vesicle [3]. 

Currently, we are using a detailed biophysi-

cal model of local Ca2+-signals to investigate 

if such synchronous release events might be 

a consequence of the nano-domain coupling 

and how the coordination of release might be 

computationally exploited by postsynaptic 

mechanisms to encode sound intensity infor-

mation.

Achieving single channel-single Vesicle  
resolution
To directly observe Ca2+-influx – vesicle se-

cretion coupling at an individual synapse 

we modified existing methods to reach very 

low noise levels in simultaneous current and 

 capacitance recordings [7]. It is now possible 

to simultaneously detect Ca2+-channel open-

ings and the fusion of single vesicles. Initial 

results showed exocytic events (vesicle fu-

sion) ranging from 50 to 600 aF in size (Fig. 

2B), supporting the idea of coordinated mul-

tivesicular release. Furthermore these meas-

urements can further scrutinize the hypoth-

esis of nano-domain control. However, some 

experimental problems remain to be solved as 

the frequency of fusion events observed is ex-

tremely low and the time course of individual 

events is much slower than expected. In the 

near future, we are starting to combine single 

channel/­single vesicle detection with physi-

ologically motivated i.e. smooth and period-

ic stimuli rather than square pulses that are 

usually used to study synaptic transmission. 

This will allow us to clarify how the temporal 

structure of auditory stimuli is encoded at the 

hair cell synapse.

Figure1: A Section through a human ear. The VIII 
nerve, comprising the auditory fibres is drawn in 
green. B Diagram of single auditory fibres and re-
spective sound evoked spike trains. C Schematic of a 
hair cell with 5 ribbon synapses and initial segments 
of the auditory nerve fibres shown. D Enlargement 
of a single hair cell synapse, showing the ribbon in 
dark brown, synaptic vesicles in light brown and 
Ca2+-channels in blue. E Diagram of Ca2+ channels 
(diamond symbols) and vesicles (light brown, fusing 
vesicles crossed out). The range of intracellular [Ca2+] 

that is sufficient to trigger fusion is schematically 
represented by the light blue area. Left panel: In a 
case with high channel open probability but of brief 
openings the Ca2+-domains around multiple chan-
nels merge into a microdomain. Fusion of any vesicle 
is triggered by Ca2+ entering through a number of 
channels. Right panel: Longer lasting but rare chan-
nel openings create strong Ca2+-nano-domains that 
can trigger fusion, if a vesicle is sufficiently close to 
the channel.
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Figure 2: A Comparison of estimates of vesicle sizes obtained from 
electron microscopy and functional estimates of release event sizes 
(grey: size distribution of ribbon associated vesicles, the vertical 
bar represents the mean; black: mean and 95% confidence interval 
of release event size). The disparity between the sizes of individual 
vesicles and release events indicates coordinated release of multiple 
vesicles. B On-cell recording from a inner hair cells showing patch 

membrane conductance (blue), capacitance (red) and current 
(black). Upward deflection in the capacitance trace denote exocytic 
events, their size is noted. The current trace shows a current increase 
of about 10 fA during the big fusion event, a behaviour also observed 
in chromaffin cells. C Geometry of the biophysical ribbon synapse 
model. Space is discretized in tetrahedral simplices, allowing a faith-
ful representation of ribbon and vesicle geometry.

Towards a biophysical model  
of the ribbon synapse
The complexity of the sound encoding nano-

machine makes it desirable to simulate its 

function to aid understanding and constrain 

hypotheses. Fortunately, the large amount of 

electrophysiological and morphological data 

makes it possible to create a detailed biophys-

ical model of this system. A detailed biophysi-

cal model of the ribbon synapse is currently 

being implemented with a event driven Mon-

te-Carlo simulation system for single molecule 

based diffusion-reaction systems (Jentsch et 

al. in preparation). This model comprises sto-

chastic channel gating and Ca2+-influx, buff-

ered Ca2+ diffusion and binding to the Ca2+ 

sensors of vesicles that lead to vesicle release. 

We plan to extend it to the postsynaptic ele-

ment. Previous simulations with reduced 

models demonstrated that exocytosis driven 

by whole cell calcium currents and using ex-

perimentally constrained model of the hair 

cell Ca2+-sensor failed to reproduce the ex-

perimentally observed kinetics. This finding 

is in line with previous evidence indicating 

that exocytosis operates under nano-domain 

control and thus presumably is driven by sin-

gle channel currents. As a consequence the 

behavior of any realistic biophysical model of 

the inner hair cell ribbon synapse is expected 

to sensitively depend on the precise gating 

kinetics of individual Ca2+ channels. As cur-

rently available data do not sufficiently con-

strain the dynamics of nano-domain [Ca2+] 

signals we are currently systematically scan-

ning the impact of different hypothetical sin-

gle channel kinetics. In the future, our own in 

situ single Ca2+ channel recordings will yield 

important tests of and constraints on this key 

determinant of auditory encoding. 
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Directional Sensing in Eukaryotic Cells

C. Beta, E. Bodenschatz
G. Anselem, A. Bae

R. Kree, A. Zippelius (University of Göttingen), W.-J. Rappel (UC San Diego, USA) 

Cell motility and chemotaxis are encoun-

tered throughout the living world. They are 

considered a paradigm of complex dynamics 

in biological matter [1]. While directed lo-

comotion of bacteria is well understood and 

detailed models of procaryotic chemotaxis are 

available, less is known about chemotactic 

signaling in eukaryotic cells. In higher organ-

isms, the pathways that link the membrane 

receptor input to rearrangements of the cy-

toskeleton and directed actin polymerization 

are more complex and only partly known [2]. 

Eukaryotic cells like neutrophils or the social 

amoeba Dictyostelium discoideum can detect 

chemoattractant gradients as shallow as a 

1% difference in concentration between the 

front and the back of the cell and exhibit high 

sensitivity to gradients ranging over several 

orders of magnitude [3,4]. This can be only 

achieved, if highly nonlinear interactions gov-

ern the early stages of chemotactic signaling, 

generally referred to as directional sensing. 

During the first ten seconds after exposure to 

a chemoattractant gradient, an intracellular 

symmetry breaking occurs that is reflected in 

asymmetric spatial distributions of numerous 

proteins across the cell [5]. These subcellular 

reorganizations can be experimentally ob-

served by fluorescence microscopy imaging 

of various GFP-tagged constructs. Among the 

best-known examples of these redistributing 

components are pleckstrin homology (PH) 

domain proteins. Although their precise role 

in directional sensing is controversially de-

bated [6,7], it is generally assumed that such 

asymmetric rearrangements of proteins pre-

cede the downstream events that lead to actin 

driven membrane protrusions and, ultimately, 

cell locomotion. 

Various models have been proposed to de-

scribe the initial intracellular symmetry break-

ing during directional sensing. Since many 

molecular details of the chemotactic signaling 

network remain unknown, most of these mod-

els consequently focus on phenomenological, 

low-dimensional descriptions to capture the 

overall dynamics, see e.g. [8]. To assess the 

quality of such models and to decide between 

different models with competing predictions, 

quantitative data on directional sensing is re-

quired. In the framework of this project, we 

take a first step towards systematic mapping 

of intracellular responses as a function of ex-

ternal directional stimuli.

We performed experiments on a Dictyostelium 

strain that carries a green fluorescent protein 

(GFP), tagged to the cytosolic regulator of ad-

enylyl cyclase (CRAC), a cytosolic PH-domain 

protein. Upon stimulation in a gradient of the 

chemoattractant cyclic adenosine 3’,5’-mono-

phosphate (cAMP), membrane translocation 

of CRAC-GFP in the direction of higher cAMP 

concentration, accompanied with cytosolic 

depletion, can be observed by fluorescence 

microscopy imaging, see Fig. 1(b). We employ 

Figure 1: (a) Photorelease of DMNB-caged fluorescein by a laser point source located 
in the upper left corner; scale bar 10 μm; flow from left to right as indicated by the 
white arrow. (a, inset) Fluorescence intensity along the dashed yellow line. (b) 
Directional membrane translocation of CRAC-GFP in a gradient of cAMP (gradient 
direction as indicated by the white arrow).
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our tools of microfluidic flow photolysis to ex-

pose CRAC-GFP cells to well-controlled, sys-

tematically changing gradients of cAMP (see 

also our report on Single cell stimulation in 

microfluidic environments). The chemoattrac-

tant is released by a laser point source in the 

micro-flow and spreads by lateral diffusion as 

it is carried downstream by the flow. This is 

illustrated by the release of a caged fluores-

cent dye in Fig.1(a). The slope of the gradi-

ent profile is varied by changing the power of 

the photo-uncaging laser, so that the cellular 

response can be mapped as a function of the 

external gradient.

An example for such a dose/­response relation 

is shown in Fig.2. Here, the cytosolic deple-

tion is shown as a function of the external 

gradient steepness. While for strong gradi-

ents the response is independent of the ex-

ternal signal, a linear dependence can be 

seen for shallower gradients. Interestingly, 

the response sets in with a finite amplitude 

at shallow gradients. Note, however, that the 

number of cells responding decreases for de-

creasing gradient steepness, suggesting that 

the threshold to trigger a response is different 

from cell to cell.

In addition to our experimental efforts, we 

proposed a generic model of directional sens-

ing that is based on the simple pattern forma-

tion paradigm of bistability [9]. By combining 

a two-component activator/­inhibitor system 

with a bistable module, the front and back 

halves of the cell converge to different stable 

fixed points upon stimulation with an extra-

cellular chemoattractant gradient.

In future projects, our work on directional 

sensing of chemical cues will be extended 

to include studies of mechanosensing. It 

has been shown that external shear stress 

can trigger similar pathways as the stimula-

tion of chemoattractant receptors [10]. We 

will use atomic force microscopy to explore 

the signaling networks of mechanosensing 

by performing highly localized and well-

 controlled mechanical stimulation in com-

bination with fluorescence imaging of intra-

cellular reporters.
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Figure 2  
Response in cytosolic depletion 
as a function of the external 
cAMP gradient.
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Structure and Dynamics of Cellular and Extracellular Networks

T. Pfohl, R. Seemann, A. Gholami, E. Bodenschatz, S. Herminghaus
H.M. Evans, G. Anselem, C. Beta, R. Dootz, E. Surenjav, S. Uppaluri

J. Wong (Boston, USA), S. Struth, G. Grübel (Hamburg), 
 J. Kierfeld (Dortmund), M. Falcke (Berlin), T. Pompe (Dresden)

The self-assembly of biological materials 

is often induced by conditions that are mim-

icked exceptionally well using microfluid-

ics, such as pH changes or the incorporation 

of additional proteins. Also, dimensions and 

flow fields can be tuned to confine and orient 

networks and assemblies [1]. We utilize the 

advantages of microenvironments to study a 

variety of biomolecules, ranging from extra-

cellular collagen and fibrin to materials found 

inside the cell, such as DNA and actin. 

Building on our previous design in spark-erod-

ed steel [2], new microflow foils enable in situ 

investigations with many different techniques 

(e.g. x-ray, fluorescence microscopy, FTIR) in 

an essentially limitless set of flow and chan-

nel topologies [3].These new foils, made 

from the elastomer PDMS and kapton films, 

are incredibly flexible yet able to withstand 

the pumping of very viscous materials (see 

Fig.1). X-ray micro-

diffraction is used to 

investigate the struc-

ture of DNA alone or 

with small positively 

charged dendrimers 

in microflow [4,5]. 

The non-equilibrium 

assembly of these 

oppositely charged 

materials also relates to the compaction of 

DNA in chromosomes. In some cases, mixing 

in the devices enables phase formation that 

is unattainable using conventional methods. 

For example, a coexistence of DNA-dendrimer 

mesophases oriented transverse, as well as 

parallel, to the flow direction is seen in maxi-

mum shear flow. 

Among their many roles, collagen fibers con-

tribute to the mechanical properties of soft 

tissue and bone, and influence cell morphol-

ogy and migration. However, the hierarchy of 

collagen assembly is still unresolved. Using a 

hydrodynamic focusing flow device, we cre-

ate a pH gradient between (high pH) NaOH 

and (low pH) collagen solution [6,7]. We find 

that the fibrillization of collagen, accompa-

nied by a marked increase in viscosity, occurs 

at around pH 7. Using numerical expressions 

and finite element modeling, predictions of 

collagen gelation at neutral pH are in good 

agreement with experiments (see Fig.2a). In-

terestingly, x-ray microdiffraction studies in 

flow reveal an alignment of pentameric colla-

gen subunits that cannot be measured in bulk 

samples (see Fig.2b). We attribute this finding 

to the unambiguous chemical environment 

created in diffusion-limited mixing scenarios. 

Additionally, a network of collagen fibers can 

be used as an elastic matrix for self-propelling 

particles, such as the parasite Trypanosoma 

Brucei (see p.65–67) [8]. Properties of the 

network can be extracted with appropriate 

analysis of the parasites’ motility. 

Protein meshes can also serve as elegant mod-

els for the study of visco-elastic networks. 

We explore dynamic phenomena of the pro-

tein, fibrin, which is a primary component 

of blood clots. In the presence of the enzyme 

thrombin, fibrinogen molecules evolve into a 

3D fibrin network. To develop and manipu-

late this robust network, we produce fibrin in 

nanodroplets (see project 2.2.1) [9]. This pro-

hibits sticky surface interactions between the 

protein and device walls, since the droplets 

are formed within an oily continuous phase. 

Figure 1: Flexible microfoil 
flow cells are compatible 
with x-ray studies (colored 
liquid flows from inlet to 
outlet, marked with ar-
rows).
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Furthermore, the incorporation of geometric 

structures enables the controlled deforma-

tion of individual droplets, as shown in Fig.3. 

High resolution fluorescence microscopy is 

used to analyze the elastic recovery of these 

networks through several cycles of mechani-

cal deformation.

An oil-water interface can also be used as an 

artificial system to mimic the leading edges of 

a crawling cell, known as lamellipodia, filopo-

dia, or microspikes according to their shapes. 

Lamellipodial actin filaments (a key cyto-

skeleton protein) form a highly cross-linked 

and polarized network with a broad sheet-

like structure. The dynamic polymerization 

of actin filaments near the cell membrane is 

thought to generate the motile force respon-

sible for cellular protrusions and is essential 

for cell locomotion and cell-cell adhesions. 

Previous studies have quantified the confin-

ing effects of microenvironments on single 

actin filaments of a finite length [10]. We aim 

to study actin related proteins 2/­3 (Arp2/­3) 

complex-dependent actin dynamics by look-

ing at the instabilities of oil-water interfaces 

in the presence of several proteins that regu-

late actin assembly. Thus, we mirror lamelli-

podial protrusion in well defined conditions, 

in order to learn how the details of actin po-

lymerization and regulation work together in 

a spatially distributed manner to generate and 

regulate the cell front.

Figure 2
a) Collagen fibers form in 
a pH gradient (simulated, 
top, and phase contrast mi-
crograph, bottom). b) SAXS 
2D image shows diffraction 
peak with alignment (lower, 
azimuthal scan) for feature 
having 4.3 nm spacing.

Figure 3: A single fibrin droplet responds to deformation in snapshots  
(images collected from left to right, scalebar 80 μm).
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The service groups of the institute are headed by the institute manager, 

relieving the board of directors and its managing director from a range 

of management tasks.  The institute manager and her team support the 

scientific departments and research groups, ensuring that all staff and 

guests enjoy an excellent research environment. In addition to financial 

affairs, human resources, grant administration, and coordination with 

the central administration of the Max Planck Society, the institute man-

agement is in charge of the library and bookbindery, information tech-

nology services, facility management including machine and electron-

ics shops, and all outreach activities. Further tasks arise for all  services 

due to the construction activities at the new location “Am Fassberg“ as 

well as general continual support of the two locations “Bunsenstraße” 

and “Am Fassberg”. 

Services

Workshops – Design and Engineering
Based on the requests from the scientific departments, the mechani-

cal design group develops and engineers solutions for scientific appa-

ratuses. The group uses the most advanced software tools that allow 

the design of complex parts in three dimensions. This includes three-

 dimensional assembly and the simulation of the assembled compo-

nents. Once the technical design has been finished, technical drawings 

are generated or the design is directly entered into the CAD engine that 

generates instruction sets understood by the CNC-machines. 

The research workshop not only trains apprentices to become precision 

mechanics, but every scientist can acquire practical know-how here.

The design group works in close collaboration with the electronics shop 

that designs all electrical components including digital and analog elec- 

tronics. The design group also certifies in collaboration with the me-

chanical and electronic shop the conformity of the apparatuses with the 

European and German laws.

New parts and electronics are manufactured in the respective work-

shop. The machine shop also assembles components and apparatuses. 

It is equipped with conventional as well as computer controlled lathes, 

milling and EDM (electrical discharge) machines. The associated metal 

shop manufactures frames and other large metal parts, and has state-of-

the-art welding equipment for handling steel and aluminum.

The machine and electronics shops are also responsible for the mainte-

nance and repair of the existing machines and apparatuses. 

MPIDS Courtyard at Bunsenstraße

Precision Mechanics Interns
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Administration
The administration supports all departments and research groups for 

the accomplishment of personnel and financial management tasks. This 

includes: purchasing, accounting and bookkeeping, contract manage-

ment, payroll accounting, calculation of travel expenses, administration 

of sponsored research and the management of 10 guest apartments and 

14 guest rooms within 3 guest houses. To perform these tasks the ad-

ministration uses modern office tools such as SAP.

Central IT Services 
While each scientific department operates its own computing facilities 

which are tailored to its specific applications and thus allow for the flex-

ibility of small organizational units and a rapid response to changing 

scientific needs, common necessities and organisational structures are 

provided by the central IT service group. Headed by a board formed by 

the IT coordinators of the scientific departments and the coordinator of 

the service group, one of the main responsibilities of the central IT ser-

vices is the maintenance and extension of a reliable and secure network 

infrastructure with all its technological and legal challenges.  

The other responsibilities are diverse. But predominantly the group has 

to meet the rapidly growing needs for IT resources of the non-scien-

tific staff, as information technology proliferates in all areas. Everything 

from administration and public relations, to the design and manufacture 

in the institute‘s workshops, communication facilities, and outreach 

– computer based services and equipment are utilized throughout and 

need installation, integration and management.

Facility Management
The members of the facility management team handle all technical 

and infrastructural issues. They support the departments and research 

groups during the installation of special experimental equipment or 

constructions, and care for the unobstructed handling of all facilities. 

64bit HPC Linux cluster with HA AIX file server in  
air-conditioned racks. The systems shown provide 
112 CPUs, 872GB RAM and more than 25TB disk 
space

Members of the MPIDS Facility Management Team

Guest Apartment
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Library and Bookbindery
The library of the institute provides researchers, guests and visitors with 

all necessary printed and online information focussing on the main re-

search topics of the institute. Due to the fact that the Max Planck Insti-

tute for Dynamics and Self-Organization was founded only in Novem-

ber 2004 as the successor of the 80-year-old Max Planck Institute for 

Fluid Dynamics, the existing inventory mainly contains literature from 

the former institute and some books even have antiquarian value. Due 

to the upcoming move of the institute the inventory of the library will 

be moved to the Otto Hahn Library at the Max Planck Campus as soon 

as the extension of the Otto Hahn Library is completed. 

Currently the institute library, together with the library of the Depart-

ment of Nonlinear Dynamics, contains more than 7,700 volumes, sub-

scribes to 24 printed research journals, and is part of the Max Planck 

electronic library system.

The library will still be supported by a bookbinder until the end of 2008, 

so that especially old books can be restored by hand. 

MPIDS Bookbindery

Outreach Activities
All departments of the institute highly value the dissemination of their 

research results to the general public both locally and on a national/­in-

ternational level. Major findings are highlighted in internationally dis-

tributed press releases which are usually coordinated with the central 

press office of the Max Planck Society. To further professionalize public 

relations, a science journalist will be supporting the institute beginning 

2008. 

The institute is also actively reaching out to the local community with 

multiple activities. We initiated the column Frag`den Wissenschaftler 

(“Ask the Scientist”) in cooperation with the weekly regional newsprint 

and advertising paper “Extra Tip”. Extra Tip is distributed every Sunday 

free of charge to 190,000 households in the larger Göttingen area. Since 

January 2006 “Frag` den Wissenschaftler” has been published weekly. 

The general public (typically students from Grade 7-13) can ask ques-

tions about topics on science in general. A scientist from the institute 

(or other  research institutions in Göttingen) answers the question at 

a simple but precise level.  The answer is then published together with 

a picture and a short introduction of the corresponding scientist. Pre-

viously published “Frag` den Wissenschaftler” questions and answers 

can be found on the website of the journal (http:/­/­www.extratip-goet-

tingen.de/­fraeg-den-wissenschaeftler.html) and that of the institute.

To better inform young people about science, the institute offers intern-

ships to students from local high-schools and undergraduates from 

 Germany and abroad. The institute also regularly participates in the 

MPIDS Girl´s Days 2007 at the Machine Shop
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worldwide initiative Girl´s Day. In 2006 for the first time, a special one-

day program was offered: 10 girls and boys, mainly children of staff 

members, had the opportunity to inform themselves about different 

jobs within the machine shops, bookbindery, administration, and re-

search laboratories. In 2007 we enjoyed an even larger number of par-

ticipants – 19 children. The positive feedback encourages us to work 

even more intensively on this project and to also consider other student 

programs.

 

A special highlight this year was having the experiment hall named as 

one of the winners in the competition 365 Landmarks in the Land of 

Ideas. The nation-branding initiative and Deutsche Bank have launched 

this event series. At an open house in December, the hall, its architec-

ture and its future use as a research facility were presented to the gen-

eral public. 

In 2007 the Max Planck Institute for Dynamics and Self-Organization 

participated jointly with other Max Planck institutes in Göttingen in a 

special scientific event held at the Göttingen Literaturherbst, a litera-

ture festival held yearly in Göttingen. In addition to podium discussions 

on the perspectives of stem cell research in international comparison, 

the program included 10 scientific lectures given by speakers such as 

Richard Dawkins, Sir Peter Atkins and Schwer B. Nuland.

As international contacts and research stays at foreign institutions are 

an important part of the everyday life of today’s scientist, networking 

plays a significant role. The MPIDS is part of an initiative that is estab-

lishing an ALUMNI network using the novel IT-tools of the public rela-

tions office of the Max Planck Society. 

 The award is given as a landmark in the Land of 
Ideas on September 24, 2007. 



Bunsenstraße 10

D-37073 Göttingen 

Departments:   Nonlinear Dynamics (Prof. Geisel) 

Dynamics of Complex Fluids (Prof. Herminghaus) 

Fluid Dynamics, Pattern Formation and Nanobiocomplexity (Prof. Bodenschatz)

Research Groups:    Network Dynamics (Dr. Timme) 

Onset of Turbulence and Complexity (Dr. Hof)

Max Planck Fellow Group:  Polymers, Complex Fluids and Disordered Systems (Prof. Zippelius)

Emeritus Group:  Molecular Interactions (Prof. Toennies)

Services: Institute Management, Administration, Facility Management, Electronic and Mechanic 

Workshop, IT-Services, Library, Outreach Office, Stock Rooms, Lecture Hall, and Guest Houses.

 
By plane 
From Frankfurt am Main Airport (FRA): Use one of the railway stations at the airport. Trains to 
Göttingen (direct or via Frankfurt main station) leave twice an hour during daytime (travel time: 
2 hours).  
From Hannover Airport (HAJ): Take the suburban railway (S-Bahn) to the Central Station (»Han-
nover Hauptbahnhof«). From here direct ICE trains to Göttingen depart every 1/­2 hour. 

By train 
Göttingen Station is served by the following ICE routes: Hamburg-Göttingen-Munich, Hamburg-
Göttingen-Frankfurt, and Berlin-Göttingen-Frankfurt. 
From Göttingen railway station:
From the Göttingen station you can take a taxi (5 minutes) or walk (20 minutes). If you walk, 
you need to leave the main exit of the station and walk to the right. Follow the main street, which 
after the traffic lights turns into Bürgerstraße. Keep walking until you come to the Bunsenstraße. 
Turn right – you will reach the entrance gate of the MPIDS after about 300m.   

By car 
Leave the freeway A7 (Hanover–Kassel) at the exit »Göttingen«, which is the southern exit. Fol-
low the direction »Göttingen Zentrum« (B3). After about 4 km you will pass through a tunnel. 
At the next traffic light, turn right (direction »Eschwege« B27) and follow the »Bürgerstraße« for 
about 600 m. The fourth junction to the right is the »Bunsenstraße«. You will reach the institute’s 
gate after about 300m.

How to get to the Max Planck Institute for Dynamics and Self-Organization

Location 1

Location 1



 

Location 2

Am Fassberg 17

D-37077 Göttingen

Departments:  Fluid Dynamics, Pattern Formation and Nanobiocomplexity (Prof. Bodenschatz)

Research Group:   Nonlinear Dynamics and Cardiac Arrhythmias (Dr. Luther) 

(hosted at MPI for Experimental Medicine) 

Services:  Experimental Hall, Clean Room, and Cell Biology Laboratories

By plane 
From Frankfurt am Main Airport (FRA): Use one of the railway stations at the airport. Trains 
to Göttingen (direct or via Frankfurt main station) leave twice an hour during daytime (travel 
time: 2 hours).   
From Hannover Airport (HAJ): Take the suburban railway (S-Bahn) to the Central Station 
(»Hannover Hauptbahnhof«). From here direct ICE trains to Göttingen depart every 1/­2 hour. 

By train 
Göttingen Station is served by the following ICE routes: Hamburg-Göttingen-Munich, Hamburg-
Göttingen-Frankfurt am Main, and Berlin-Göttingen-Frankfurt. 
From Göttingen railway station:
On arrival at Göttingen station take a taxi (15 minutes) or the bus (35 minutes). At platform A 
take the bus No. 8 (direction: »Geismar-Süd«) or No 13 (direction: »Weende-Ost/­Papenberg« ).  
At the second stop »Groner Straße« change to bus No. 5 (direction »Nikolausberg« and get off at 
the »Faßberg« stop, which is directly in front of the entrance of the Max Planck Campus (MPISDS 
and MPI for Biophysical Chemistry). Ask at the gate to get directions. 

By car
Leave the freeway A7 (Hanover-Kassel) at the exit »Göttingen-Nord«, which is the northern of 
two exits. Follow the direction for Braunlage (B 27). Leave town – after about 1.5 km at the traf-
fic light (Chinese restaurant on your right) turn left and follow the sign »Nikolausberg«. The 
third junction on the left is the entrance to the Max Planck Campus (MPIDS and MPI for Bio-
physical Chemistry).  Ask at the gate to get directions. 

Location 2






